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Abstract

Anomaly detection in videos is an important computer
vision problem with various applications including auto-
mated video surveillance. Although adversarial attacks
on image understanding models have been heavily inves-
tigated, there is not much work on adversarial machine
learning targeting video understanding models and no pre-
vious work which focuses on video anomaly detection. To
this end, we investigate an adversarial machine learning
attack against video anomaly detection systems, that can
be implemented via an easy-to-perform cyber-attack. Since
surveillance cameras are usually connected to the server
running the anomaly detection model through a wireless
network, they are prone to cyber-attacks targeting the wire-
less connection. We demonstrate how Wi-Fi deauthenti-
cation attack, a notoriously easy-to-perform and effective
denial-of-service (DoS) attack, can be utilized to gener-
ate adversarial data for video anomaly detection systems.
Specifically, we apply several effects caused by the Wi-Fi
deauthentication attack on video quality (e.g., slow down,
freeze, fast forward, low resolution) to the popular bench-
mark datasets for video anomaly detection. Our experi-
ments with several state-of-the-art anomaly detection mod-
els show that the attackers can significantly undermine the
reliability of video anomaly detection systems by causing
frequent false alarms and hiding physical anomalies from
the surveillance system.

1. Introduction

In recent years, video anomaly detection has become a
popular research topic with the increasing availability of
video-recording hardware and the promising capabilities of
artificial intelligence (AI) algorithms. The fast growing
surveillance video streams prevent manual monitoring by
human operators and necessitate automated monitoring by
AI. Deep Neural Networks (DNNs), in particular Convo-

lutional Neural Networks (CNNs), are known to provide
promising results for video anomaly detection. Since video
surveillance is often used for providing physical safety and
security by detecting important events such as accidents,
burglaries, or illegal activities, automated anomaly detec-
tion systems need to be dependable, secure, and robust to
attacks. Because of the sensitive nature of video surveil-
lance, raising frequent false alarms or not being able to
detect the important anomalies could have serious conse-
quences in real world. In this paper, we show that with
an easy-to-implement adversarial machine learning attack
to state-of-the-art video anomaly detection algorithms, it is
possible to cause frequent false alarms or prevent anomalies
from being detected.

Adversarial machine learning attacks damage the liabil-
ity of machine learning systems. Although originally ad-
versarial attacks have been widely investigated for image
recognition, lately, attacks targeting video action recogni-
tion models started to gain attention [13,17,24,29]. DNNs,
in particular CNNs, which are commonly used in video un-
derstanding models, are highly vulnerable to adversarial at-
tacks. [10, 28]. The fundamental characteristic of an adver-
sarial attack is to create input data with perturbations which
are undetectable by humans while they result in errors for
the machine learning algorithms. In the literature, adversar-
ial data are mostly generated by adding perturbations to the
original inputs with an inherent assumption that the attacker
somehow has access to the data input to the machine learn-
ing model. While this assumption easily holds for machine
learning models open to public use or by assuming the at-
tacker is an authorized user (or an intruder), it needs further
justification for video surveillance systems which are typi-
cally private systems with restricted access. In this paper,
we demonstrate how an adversarial machine learning attack
can be performed against a video anomaly detection system
through an easy-to-implement cyber-attack.

Wi-Fi deauthentication attack is a type of denial-of-
service (DoS) attack, which targets the communication be-
tween clients and a Wi-Fi access point. The main purpose



of this attack is to send deauthentication packets to the Wi-
Fi access point and originate a network outage for the con-
nected devices as a result. In our experiments, we observed
that if surveillance cameras are connected to a network
which is being attacked by Wi-Fi deauthentication, then the
transmitted videos will have malfunctions. These malfunc-
tions include frame drops, lagging, slowing down, freez-
ing, and drops in the quality of the frames. We demonstrate
that DNN-based anomaly detection methods are prone to
increased false alarms due to such malfunction effects. Fur-
thermore, we show that an attacker can use the freezing ef-
fect to hide a physical anomaly from the surveillance system
by carefully synchronizing the cyber-attack with the physi-
cal anomaly.

In summary, our goal in this paper is to demonstrate that
an easy-to-implement cyber-attack can produce an adver-
sarial machine learning attack to a video surveillance sys-
tem. To this end, we followed the following steps: (i) First,
we created a testbed with a security camera connected to
Wi-Fi, a router, and an attacker software to observe the ef-
fects of Wi-Fi deauthentication attack on the surveillance
video. (ii) Then, we applied these effects to two pop-
ular benchmark datasets, namely the CUHK Avenue and
ShanghaiTech Campus datasets, to obtain adversarial data
for testing benchmark algorithms. (iii) Finally, we used our
new datasets simulating the Wi-Fi deauthentication attack
to evaluate performance of several state-of-the-art DNN-
based anomaly detection methods: Future Frame Predic-
tion [18], Memory-guided Normality for Anomaly Detec-
tion (MNAD) [23], Modular Online Video Anomaly Detec-
tor (MOVAD) [7]. Our contributions in this paper can be
summarized as follows:

• We propose the first adversarial machine learning at-
tack that targets video anomaly detection models.

• We use Wi-Fi deauthentication attack to generate an
adversarial machine learning attack, and to our knowl-
edge, this is the first approach which uses a cyber-
attack for performing adversarial machine learning
attack on video understanding models (e.g., action
recognition, anomaly detection, etc.).

2. Related Works
Video anomaly detection is a fast-growing subject in

machine learning. The main goal of video anomaly de-
tection is successfully reporting unexpected events while
controlling false alarms. Although the early methods use
hand-designed features [2, 3], most of the recent works
use DNNs [5, 8, 11, 12, 14, 20, 21, 25–27, 31]. The re-
cent DNN-based methods can be categorized into two main
groups, prediction-based [4, 6, 16, 18] and reconstruction-
based [9, 11, 20, 22, 23]. They, respectively, compare the

Figure 1. Digram of Wi-Fi deauthentication attack, which tar-
gets the Wi-Fi connection between the surveillance camera and
the anomaly detection model.

error in predicting the next frame and reconstructing the ob-
served frames with a threshold to detect anomalies.

Although adversarial attacks on images have been in-
vestigated for several years since [10], the vulnerabilities
of video recognition models only recently attracted atten-
tion [15, 17, 24, 30, 32, 33]. Adversarial attacks on videos
have been investigated in both white-box and black-box set-
tings. The difference between these two settings is the ac-
cessibility to the knowledge of target model. While in the
white-box setting, an attacker has full access to the model
including its architecture and parameters; in the black-box
setting, the attacker has access only to the output labels.

Adversarial black-box attacks for video classification
models are relatively new compared to the white-box at-
tacks. The most common black-box attack pattern is send-
ing queries to the target model and estimating gradients to
generate adversarial data. PatchAttack (V-BAD) [15] is the
first proposed black-box video attack. They proposed a
method to generate perturbations for each frame of a video,
and then updated their perturbations with queries. Heuristi-
cAttack [30] is another black-box adversarial attack which
uses a query-based attack strategy to heuristically select the
key frames to be attacked. Similarly, SparseAttack [32]
aims to select key frames by using reinforcement learn-
ing. Motion-sampler attack [33] is another attack which
uses query-based strategy, but they aim to take advantage
of using motion-excited sampler to reduce required queries.
Geo-Trap [17] uses geometric transformations to parame-
terize the temporal space, and as a result they generate suc-
cessful perturbations with fewer queries.

The attack we introduce in this paper is also a black-box
attack, but it differs from the existing black-box attacks in
two main aspects. The first difference is that all of these at-
tacks target action recognition models while our attack tar-
gets anomaly detection models. And the other difference is
that while these attacks use query-based strategies to shape
their perturbations, we use a cyber-attack to generate our
adversarial data.



Over-the-Air Flickering Attack [24] is a white-box ad-
versarial machine learning attack. Similar to our work, they
demonstrate how to implement their attack in a real-world
scenario. Their idea is attacking the RGB stream of the data
with the help of RGB bulbs. Therefore, in terms of appli-
cability in real-world, it is the most similar attack to ours.
However, their target models are action recognition mod-
els and they use a physical intervention, instead of a cyber-
attack, to generate adversarial data.

3. Methodology

Existing video anomaly detection methods typically uti-
lize appearance and/or motion features. Specifically, ap-
pearance features are extracted using object detection mod-
els, and motion features are extracted through optical flow
computation. However, the accuracy of object detection
and optical flow computation are conditional on the video
being transmitted without any disruptions and signal loss.
Moreover, it is known that wireless networks are far more
vulnerable to cyber-attacks than wired networks. [1]. Due
to the susceptible nature of wireless networks, we believe
that an automated video surveillance framework would be
adversely affected if its associated wireless network was at-
tacked, especially in a stealthy manner. Instead of a brute-
force DoS attack to completely stop the video streaming,
which would make the attack obvious to the defender, at-
tackers may balance the intensity of their disruption to make
it look like a natural connectivity issue.

To evaluate our hypothesis, we set up a testbed using an
Amazon Blink IP camera transmitting data to a mobile app,
emulating a video surveillance system, as shown in Fig. 1.
We targeted our system via a Wi-Fi deauthentication attack
and an ARP spoofing attack using the Evil Limiter soft-
ware1. By sending deauthentication packets, an attacker can
potentially target the communication between clients and
routers, which can result in clients experiencing connection
outages. On the other hand, Evil Limiter limits the band-
width of devices on a local network, effectively disrupting
communication. Using an ARP spoofing tool like Evil Lim-
iter allows the adversary more control over the attack mag-
nitude since the goal of the adversary is to stealthily attack
a video surveillance framework.

Next, we discuss the threat model posed by the proposed
wireless network attacks, as well as a simulated data injec-
tion attack. Our goal in the following sections is to present
the observed effects of the considered attacks to the video
stream and demonstrate the effect of adversarial data fol-
lowing these effects on the existing state-of-the-art anomaly
detection methods.

1https://github.com/bitbrute/evillimiter

3.1. Threat Model

Cyber-Attacks to Wi-Fi Network: We begin by explor-
ing the effects of the two network attacks on the the trans-
mitted video. First, we limited the bandwidth to mimic a
scenario where an adversary attempts to stealthily disrupt
the video stream by affecting the communication quality.
Then, we attempted a more aggressive attack using deau-
thentication packets, which leads to the security camera dis-
connecting from the Wi-Fi node. After empirically analyz-
ing the received video under both attacks, we broadly cate-
gorize the observed effects into four classes:

• Slowing effect: Once the available bandwidth for the
security camera drops below a certain threshold, we
begin to notice the transmitted video being sluggish or
playing in slow motion, which is caused due to a longer
delay in frames being transmitted from the memory
buffer.

• Low-resolution effect: During the attack, we also no-
tice that the camera begins to transmit video at a lower
resolution as a way of compensating for poor network
quality.

• Freezing effect: In the case of a deauthentication at-
tack, the camera is unable to transmit any more frames,
and hence the video feed appears to be frozen. Empir-
ically, the duration of the freeze is related to the inten-
sity of the attack.

• Fast-forwarding effect: Finally, after the connection
gets restored, the video fast forwards to the current
frame, causing a rapid motion. Usually, the fast for-
ward effect lasts for a fixed duration, irrespective of
how long the attack lasted.

Data Injection Attack: In addition to the proposed
cyber-attacks, we also consider an imaginary scenario in
which the attacker has access to the transmitted data and
thus is able to perform a data injection attack. Here, the ad-
versary infrequently freezes or replicates the frames for an
extremely small duration, without causing any noticeable
difference to the human eye.

Theoretically, it is difficult to detect a network attack
since it is almost indistinguishable from video corruption
due to ordinary connection problems. It is important to note
that while slowing, freezing, and fast forwarding occur con-
sequently, low resolution can be observed during the entire
attack duration. On the other hand, the video transmitted
during a replicating attack seems identical to the original
video and cannot be differentiated by even a human opera-
tor. To evaluate the effectiveness of existing state-of-the-art
approaches, we imitate these effects on public benchmark
datasets and generate a new set of adversarial videos, as
discussed next in Section 3.2.

https://github.com/bitbrute/evillimiter


Method Avenue → SFF ShanghaiTech → SFF
FFPN [18] 0.85 → 0.684 0.728 → 0.55

MNAD [23] 0.885 → 0.74 -
MOVAD [7] 0.887 → 0.77 -

Table 1. Performance (AUC) drop in FFPN [18], MNAD [23],
and MOVAD [7] due to the Slow-Fast-Freeze effect. The attack
duration is D = 500.

3.2. Generating Adversarial Datasets

We leverage two popular video anomaly detection
datasets, the CUHK Avenue dataset [19] and the Shang-
haiTech Campus dataset [20]. We imitated the effects
discussed in Section 3.1 and generated new adversarial
datasets. Specifically, we consider two parameters for gen-
erating a new adversarial video: the duration D of the at-
tack, and the attack onset time t. The attack onset time t
is randomly selected for each video. We next describe each
generated dataset in detail.

• Slow-Freeze-Fast Dataset: Similar to what we ob-
serve during a network attack, we first introduce
a slowing effect followed by the freezing and fast-
forwarding effects. The lengths of these portions are
respectively given by D/3, D/6, and D/2.

• Low-Resolution Dataset: For the low-resolution
dataset, we lower the resolution of all frames for a du-
ration of D.

• Combined Dataset: Finally, we also generate a com-
bined dataset by combining the effects from the first
two datasets.

4. Experiments
In this section, we evaluate the performance of exist-

ing state-of-the-art approaches, namely the Future Frame
Prediction (FFPN) [18], Memory-guided Normality for
Anomaly Detection (MNAD) [23], and Modular Online
Video Anomaly Detector (MOVAD) [7] on the generated
adversarial datasets. We specifically consider these ap-
proaches since their implementations are publicly avail-
able, and can be easily modified to work with the pro-
posed datasets. We evaluate the performance of all exist-
ing approaches using the commonly used Area under Curve
(AUC) metric.

4.1. Network Attacks

Since all the considered approaches leverage motion fea-
tures for detecting anomalies like the vast majority of exist-
ing methods, we notice a steady drop in their performances
as the attack intensity increases. In Fig. 2, we compare
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Figure 2. Performance drops of FFPN [18] with adversarial
ShanghaiTech dataset (top), MNAD [23] with adversarial Avenue
dataset (middle), MOVAD [7] with adversarial Avenue dataset
(bottom).

the performance of the considered methods on the bench-
mark datasets by varying the attack duration D. It should
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Figure 3. The variation in PSNR statistic based on the effect caused by the adversarial attack. The first figure represents the statistic for the
ShanghaiTech dataset under the slowing, freezing, and fast-forwarding effects. The second figure represents the Avenue dataset under the
low-resolution effect.

be noted that an attack lasting for 500 frames is equivalent to
17 seconds, which is a reasonably short duration. As sum-
marized in Table 1, the considered state-of-the-art methods
are all prone to the Slow-Freeze-Fast effect. It is interest-
ing to see that FFPN is robust to the low-resolution effect
(Fig. 2). The trained models for MNAD and MOVAD on
ShanghaiTech dataset are not publicly available.

4.2. Increased False Alarms

For detecting anomalies, both MNAD and FFPN com-
pute the Peak Signal to Noise Ratio (PSNR) between the
actual frame and predicted frame. Generally, a drop in the
PSNR values constitute an anomaly. Hence, apart from the
AUC-based performance metrics, we also observe the ad-
versarial effect of different network attacks on the PSNR
values in Fig. 3. As discussed in Section 3.1, there are four
distinct types of effects caused by network attacks: slowing,
freezing, fast forwarding, and low resolution. Each of these
effects has a unique impact on the PSNR values. Slow effect
results in frequent drops and rises; fast-forwarding effect re-
sults in a large initial drop and maintained the PSNR value
at a low level throughout the effect; low resolution effect
results in drops in PSNR values relative to the original val-
ues; and finally, freezing effect results in stabilized PSNR
values. With the exception of freezing, all effects result in a

decrease in PSNR values, leading to false alarms.

4.3. Hiding a Physical Anomaly

While slowing, fast-forwarding, and low-resolution ef-
fects result in false alarms, the freeze effect prevents the
PSNR from dropping and thereby preventing an anomaly
from being detected. From the empirical evidence using
our testbed, we observe that the duration of the freeze effect
is dependent on the intensity of the Wi-Fi deauthentication
attack. Thus, if an attacker manages to synchronize a cyber-
attack with a physical attack, such as burglary, it is possible
to conceal the physical attack until the freeze attack is com-
pleted.

To validate our hypothesis, we created a new adversar-
ial video using the Avenue dataset’s second test video. To
generate this adversarial video, we followed the same pro-
cedure as described in Section 3.2 for generating the Slow-
Freeze-Fast dataset. However, we increased the duration of
the freeze effect such that it is three times longer than the
duration of the slow effect. We applied these effects to the
section that contains the anomaly. We show the effect of ex-
tended freeze attack in Fig. 5, where we notice that there is
no change in the PSNR statistic when the anomaly occurs.
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Figure 4. Comparison of the PSNR statistic based on the magnitude of the replicating attack on the third test video from the Avenue dataset.
We show the PSNR statistic for the original video (left), the PSNR statistic on Replicated Dataset 1 (middle) and Replicated Dataset 2
(right).
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Figure 5. PSNR values of a video with extended freeze effect com-
pared to the original video. The drop in PSNR, which corresponds
to a physical anomaly successfully detected in the original video,
is masked by the freeze effect.

Dataset MNAD [23] FFPN [18]
Avenue 0.885 0.85

Replicated 1 0.831 0.81
Replicated 2 0.819 0.795

Table 2. Performance (AUC) drop in MNAD and FFPN due to
Replicating Attack.

4.4. Replicating Attack

We also consider an imaginary scenario in which the ad-
versary has access to the surveillance system, and hence can
directly manipulate the data being transmitted, similar to
the scenario commonly considered in the adversarial ma-
chine learning literature. The goal of the adversary would
be to raise unnecessary false alarms in a stealthy manner.

Specifically, we consider a replicating attack in which the
adversary replicates or freezes the frames for an extremely
small duration such that it is unnoticeable to the human eye.
To test the effectiveness of our method, we generate two
datasets from the Avenue dataset. In the first dataset, we
replicate one frame every 10 frames. Similarly, for the sec-
ond dataset we replicate two frames every 10 frames. We
notice that the AUC drops from 0.855 to 0.795 for the FFPN
approach and from 0.885 to 0.819 for the MNAD model.
We show the performance drops caused by the replicating
attack in Table 2.

More importantly, we observe many frequent drops in
the PSNR values, which indicate that the system may raise
false alarms constantly. In Fig. 4, we show the PSNR
statistic of the third video from the Avenue dataset, for both
the original video and videos from our replicating attack
datasets.

5. Conclusions

Adversarial machine learning attacks on video recogni-
tion models have recently become a subject of increasing
interest. In this work, we, for the first time in the litera-
ture, demonstrated an adversarial attack directed at video
anomaly detection methods. Our adversarial attacks are
generated using easy-to-implement cyber-attacks, in partic-
ular the Wi-Fi deauthentication and ARP spoofing attacks.
We observe significant performance deterioration in three
state-of-the-art anomaly detection methods because of our
attack. Additionally, upon examining their decision statis-
tics, we discovered numerous false alarms caused by our
network attacks. We also demonstrate that with the appro-
priate synchronization, it is possible to conceal a real-world
anomaly such as a burglary using the explained cyber-
attack. For future work, we intend to conduct additional
research on adversarial attacks on video anomaly detection
systems and develop defense mechanisms against them.
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