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Abstract

Although adversarial machine learning attacks on image recognition models have been heavily investigated, the rising popularity of vision transformers revitalized the research on this topic. Due to the fundamental architectural differences between CNNs, which still dominate the image recognition applications, and transformers, the state-of-the-art attacks designed for CNNs are not effective against transformers, and vice versa. Such lack of transferability in attacks and the growing architectural heterogeneity in practice make the black-box attack design increasingly challenging. However, skillful attackers can handle the increasing uncertainty in target model architecture following two main approaches: designing transferable attacks that are robust to the architectural uncertainty in target model, and identifying the target architecture for attack selection. In this work, following the latter approach we propose a novel architecture-agnostic black-box attack design and analyze its performance. Experiments show that the proposed method, with a reasonable query overhead, outperforms the recent robust attack designs
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that follow the former approach. Different from the existing methods, the proposed method optimizes a trade-off between prior information about the target model and number of queries.
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1. Introduction

Vulnerability of image classification models against adversarial machine learning attacks has been a very popular research topic since the introduction of fast gradient sign method (FGSM) (1). The majority of studies in this field are mainly focused on Convolutional Neural Networks (CNNs) since they constitute the dominant image classifier architecture for many years. But after the recent introduction of vision transformer (ViT) (2), there is an ongoing increase in the usage of transformer based architectures (3; 4; 5; 6) as they are shown to outperform popular CNNs and provide the state-of-the-art performance. While CNNs still dominate the image classification practice, the rapidly rising popularity of transformers cause a sheer architectural heterogeneity for target image classification models and in turn architectural uncertainty for black-box attacks.

Because of the rising popularity of transformers, their vulnerabilities against adversarial machine learning attacks are also being investigated. Latest works show that, due to the architectural differences between CNNs and transformers, existing adversarial attacks targeting CNNs are not effective on transformers since they have been developed with CNNs in mind (7; 8). Therefore several adversarial attacks which were specifically designed for transformers were recently introduced (7; 8; 9). While these attacks are effective on transformers, they are not
as effective against CNNs. This transferability issue, which is explained in Tables 2, 3, and 5, motivates new research on adversarial attacks that are effective on a wide range of CNN and transformer architectures. In this work, we show that a carefully designed Sequential Attack Strategy Selection (SASS) approach can enable adversaries to perform effective architecture-agnostic attacks on image recognition systems, as illustrated in Figure 1.

There are two main types of adversarial machine learning attacks, namely white-box attacks and black-box attacks. In white-box attacks, the attacker has full access to the target model including its architecture and parameters. On the other hand, in black-box attacks, the attacker has only access to the output probabilities and/or labels. There are two main black-box attack approaches: (i) transfer learning approach using the prior knowledge on target network and transferability of adversarial images, and (ii) fully data-driven approach using queries to estimate the gradient of the loss function with respect to the input image. While transfer learning-based black-box attacks suffer from low-transferability under architectural heterogeneity, query-based black-box attacks suffer from prohibitive number of queries (on the order of tens of thousands) required for gradient estimation. Minimizing the number of queries is important for an attacker due to several reasons, e.g., there might be stringent limits on the number of queries; queries might be costly; the risk of attack getting detected by the target increases with the number of queries.

In the transfer learning approach, the domain knowledge is used to select a prior model to further train (fine-tune) using queries. For instance, in image classification, CNNs have been typically used as prior model, also called substitute network. While adversarial images learned on one type of CNN (e.g., Inception)
Figure 1: Current state-of-the-art attacks are either typically designed for a specific architecture and not effective on others, or require excessive number of queries to design data-driven attacks. In this work, we show that attackers can overcome architecture uncertainty with a reasonable number of queries by following a Sequential Attack Strategy Selection (SASS) approach.

Transfers well to another type of CNN (e.g., Resnet-50), the transferability is usually low when there is an architectural domain shift (e.g., Inception as substitute network and ViT as target network), as shown in Tables 2, 3, and 5 in Section 4. With the possibility of such significant domain shifts, it is not clear how to select the substitute network in the existing works which follow the transfer learning approach (10).

In the fully data-driven query-based approach, the black-box attack design methods do not use any prior model, and as a result utilize a large number (tens of thousands) of queries to learn loss gradients of the target network (11; 12). Since a good initialization significantly facilitates solving an optimization problem, we postulate that starting with an appropriate prior can greatly decrease the number of queries to the target network while designing an effective attack. Although the task of selecting an effective prior model became harder with the increasing
population of vision transformers, and in turn increasing heterogeneity in target network architectures, attackers still have a good domain knowledge (i.e., popular CNN and transformer networks) which they can use to select an effective prior model. In this work, we present a suitable problem formulation and an effective solution to minimize the average number of queries while maximizing the attack success rate. Our contributions can be summarized as follows:

- We present a novel approach driven by both prior information and data, sequential attack strategy selection (SASS), which can effectively deal with the architectural uncertainty of target model (i.e., CNN-based or transformer-based) using a practical number of queries (tens or hundreds of queries). SASS strikes a practical balance between the transfer learning and query-based approaches.

- We analyze the performance of the proposed method and provide guidance on how its parameters can be set.

- We benchmark our method with extensive experiments and analyze its effectiveness compared to the current state-of-the-art attacks. Experimental results show that SASS achieves consistently high attack success rates against both CNN-based and transformer-based target models by sending a feasible number of queries.

The rest of the paper is organized as follows. After reviewing the related works in the literature in Section 2, we present our method and theoretically analyze its performance to guide parameter selection in Section 3. The performance of the proposed method is evaluated with respect to the current state-of-the-art attacks in Section 4, and the paper is concluded in Section 5.
2. Related Work

The robustness of deep neural networks (DNNs) and their vulnerability against adversarial machine learning attacks have been investigated for several years since the seminal work of (1). Many attacks for both white-box and black-box settings were proposed. In white box settings, the attacker has access to the target model including its parameters. Hence, very effective and strong methods were introduced including FGSM(1), C&W attack (13), PGD attack (14). For the black-box setting, in which the adversary does not have any prior information about the target model, different approaches have been proposed. One of the most common approaches is introduced in (10). The idea is to use a substitute model for generating adversarial samples for an unknown target model, utilizing the transferability of adversarial samples to different CNNs. Another black-box attack approach is to estimate gradients to generate adversarial data without using a substitute model, e.g., ZOO (12), NES (11), SPSA (15), SRA (16) and adversarial scratches (17).

In addition to attacks, robustness of models and possible defense methods were investigated. (18) aims to improve classification performance by adding an adversarial attack module to the model. (19) proposes a defense method by analyzing the shared information between clean and perturbed data. (20) tries to eliminate perturbations with the help of adaptive compression and reconstruction. Also some adversarial benchmark datasets, such as (21), were proposed to evaluate robustness of models. Similar to attacks, these robustness efforts and defense methods were developed with CNNs in mind.

After the big success of transformers in natural language processing (NLP) (22), vision transformer (ViT) was introduced for image classification in 2020 (2). Outperforming the state-of-the-art CNNs, ViTs gained popularity rapidly. Many
different derivations of ViTs have been proposed since then, including DeiT (3), PiT (23), TNT (24), Le-ViT (4), and ConVit (6).

Because of the increasing popularity of transformers, their robustness has also become a popular research topic. Some initial research claimed that transformers are more robust because of their ability to catch global interactions with the help of patches while CNNs focus on local features (25; 26; 27; 28). On the other hand, some works claimed that ViTs are also vulnerable to adversarial machine learning attacks (29; 30; 31; 7).

Although most of the initial works that investigate the robustness of transformers used attacks which were initially designed for CNNs, several recent works proposed adversarial machine learning attacks which are designed specifically for transformers. (8) specifically targets the patch structure of transformers by selecting the patches according to how much attention they drew and applying the perturbations to these areas. (9) suggests that traditional gradient-based attacks are ineffective against transformers due to high gradient loss, hence they propose an attack which exploits dot-product mechanism of transformers.

(7) is the closest work to ours. Focusing on the low transferability between attacks designed for CNNs and transformers, authors propose a transferable attack called PNA for both CNNs and transformers by skipping attention gradients. While we study the same low transferability issue, we show that with a limited number of queries attackers can accurately identify the target architecture and select their attack strategy accordingly. Experiments presented in Section 4.2 demonstrate that the proposed method outperforms the PNA attack in (7) with a wide margin at the cost of a small number of queries.
3. Methodology

3.1. Problem Formulation

In a black-box setting, attacker objectives can be formulated as follows: (i) maximizing the probability of detecting target model’s architecture to maximize the attack success rate, and (ii) minimizing the expected number of queries sent to the target model. We turn this unconstrained two-objective problem into a constrained single-objective problem:

$$\min E[N] \text{ s.t. } P(\text{target identification}) \geq \gamma,$$

where $N$ represents the number of image samples that are queried to target model, $E[N]$ is the expectation of $N$, and $\gamma$ is the lower bound for the probability of correct target identification.

This formulation corresponds to a sequential decision making problem in which the attacker tries to choose among a set $S = \{A_1, \ldots, A_K\}$ of $K$ substitute network architectures by sequentially sending query batches $\{Q_1, \ldots, Q_t, \ldots, Q_T\}$ to the target network. Each query batch consists of $M$ adversarial images designed for $K$ candidate networks. After each query $Q_t$, attacker decides to either continue with the next query batch $Q_{t+1}$ or stop and choose one of the $K$ candidates (i.e., $K + 1$ possible decisions). Note that the stopping time $T$, which denotes the number of query batches, and the resulting total number of queries $N = T \times M$ are random variables, which take value according to the stopping criterion.

Before presenting the optimum stopping criterion for this problem, let us first discuss how to form the candidate set $S$, i.e., choosing its elements and the num-
ber of elements $K$. Obviously, larger $K$ means a richer set of options to select from $S$, and thus a better chance to find a close match to the target network. Nevertheless, larger $K$ also means more queries to the target network to evaluate the potential of candidate networks in $S$, i.e., $M$ grows with $K$. Hence, the substitute set size $K$ poses a trade-off between minimizing $E[N]$ and maximizing $P$(target identification) in Eq. (1). A rule of thumb to decide on the substitute set size can be to include the most popular target network architectures in a parsimonious way and best attack techniques for them. We empirically analyze this trade-off in Section 4.

3.2. Sequential Attack Strategy Selection (SASS)

By selecting a set of popular target network models (e.g., ResNet, Inception, ViT, etc.) and the most effective white-box attack techniques against them (e.g., PGD (14), Patch-Fool (8), etc.) the attacker turns the optimization problem in Eq. (1) into a sequential multi-hypothesis testing problem. Given $K$ hypotheses (i.e., candidate attack strategies), such as PGD for ResNet-50, PGD for Inception,
Patch-Fool for ViT, etc., the attacker aims to **select the best hypothesis as soon as possible and as accurately as possible**. Figure 2 summarizes the proposed SASS method.

For the binary case ($K = 2$), when the true hypothesis is either one of the two competing hypotheses:

$$H_0 : A_1 \text{ is the target architecture}$$

$$H_1 : A_2 \text{ is the target architecture,}$$

the Sequential Probability Ratio Test (SPRT) is known to be optimum in terms of minimizing the expected number of samples $E[N]$ under both hypotheses while satisfying given constraints on the error probabilities $P(\text{selecting } A_2 | A_1 \text{ is true})$ and $P(\text{selecting } A_1 | A_2 \text{ is true})$ (32). The SPRT procedure computes the running log-likelihood ratio

$$\Lambda_t = \Lambda_{t-1} + \log \frac{q_{1t}}{q_{2t}}, \quad \Lambda_0 = 0,$$

where $q_{1t}$ and $q_{2t}$ are the likelihoods of hypotheses $A_1$ and $A_2$ for query batch $Q_t$, and compares it with two thresholds to decide

$$\delta_t = \begin{cases} 
    \text{select } A_1 & \text{if } \Lambda_t \geq a \\
    \text{select } A_2 & \text{if } \Lambda_t \leq -b \\
    \text{continue with query } Q_{t+1} & \text{if } -b < \Lambda_t < a.
\end{cases}$$

We use the extension of SPRT, called matrix SPRT (32), for the multi-hypothesis
case \((K > 2)\):

\[
H_0 : A_1 \text{ is the target architecture} \\
H_K : A_K \text{ is the target architecture.}
\]

It computes the running log-likelihood ratio between the \(K(K-1)/2\) unique pairs of hypotheses

\[
\Lambda_{ij,t} = \Lambda_{ij,t-1} + \log \frac{q_{it}}{q_{jt}}, \quad \Lambda_{ij,0} = 0,
\]

for \(i = 1, \ldots, K-1, \ j = i+1, \ldots, K\), and compares them with two thresholds to decide

\[
\delta_t = \begin{cases} 
\text{select } A_i & \text{if } \Lambda_{ij,t} \geq a_{ij} \text{ for some } i, j \\
\text{select } A_j & \text{if } \Lambda_{ij,t} \leq -b_{ij} \text{ for some } i, j \\
\text{continue with query } Q_{t+1} & \text{if } -b_{ij} < \Lambda_{ij,t} < a_{ij} \text{ for all } i, j.
\end{cases}
\]

The proposed SASS method stops the first time when \(\Lambda_{ij,t}\) crosses a threshold for an \(i, j\) pair, i.e., at the random time

\[
T = \min \{t : \Lambda_{ij,t} \notin (-b_{ij}, a_{ij}) \text{ for some } i, j\},
\]

and chooses the attack strategy according to Eq. (5). In case more than one \(i, j\) pairs stop the test at the same time, among the qualifying attack strategies we select the one with the strongest likelihood.

As noted in Section 3.1, the \(K\) value controls a trade-off between minimizing the number of queries and maximizing the probability of finding a close match to
the target network in the candidate set. When the candidate set includes the target
target network (i.e., no mismatch between the true hypothesis and the set of tested hy-
potheses), SPRT is known to quickly and accurately identify the true hypothesis.
In the case of a mismatch, we expect the proposed SASS based on matrix SPRT
to find the closest architecture in the candidate set to the target network. Larger $K$
values increase the probability for finding a close match and forming an effective
attack to the target network at the expense of more queries in a batch. However,
with a larger $K$ value, the drop in the number of batches to build an effective at-
tack may outweigh the increase in the number of queries in a batch when we look
at the total number of queries on average. Comprehensive experimental results
are presented in Section 4 to analyze this trade-off.

The likelihood $q_{it}$ of attack strategies can be obtained in two different ways
depending on the attacker’s access to the target network’s output.

**Probability-accessible setting:** If the attacker has access to the class prob-
abilities for target network predictions $^1$, then the attack success likelihood of
strategy $A_i$ for query $Q_t$ can be computed as

$$ q_{it} = 1 - P(\text{true class of } X_{it}|\tilde{X}_{it}), $$

(6)

where $\tilde{X}_{it}$ is the adversarial image generated using attack strategy $A_i$ and $X_{it}$ is
the original image. Note that, in this case, only one adversarial image is used per
attack strategy ($M = K$), and as a result $Q_t = \{\tilde{X}_{1t}, \ldots, \tilde{X}_{Kt}\}$. For example, if
the true label of $X_{it}$ is “dog”, then the likelihood $q_{it}$ is how far the predicted “dog”

---

$^1$If the target network provides confidence scores for different classes, class probabilities can
be obtained by normalizing these scores.
Algorithm 1 SASS algorithm

**Input:** error probability constraint $\beta$, set of attack strategies $S$ with size $K$, number of images for each attack strategy in a query batch $L$ (e.g., $L = 1$ for probability-accessible setting and $L > 1$ for label-only setting).

**Output:** selected attack strategy

1. Set threshold $h = -\log \frac{\beta}{K-1}$ (Eq. (10)).
2. Initialize $\Lambda_{ij} \leftarrow 0$ for each pair of attack strategies in $S$.
3. **while** $-h < \Lambda_{ij} < h$ for all $i, j$ **do**
   4. Send query batch consisting of $L$ perturbed images for each attack strategy.
   5. Receive class probabilities or only the predicted label for each image and compute likelihoods $q_{ij}$ as in Eqs. (6) or (7), respectively.
   6. Update $\Lambda_{ij} \leftarrow \Lambda_{ij} + \log \frac{q_i}{q_j}$ for all $i, j$ (Eq. (4)).
4. **end while**
5. Consider pair $(ij)^* = \arg \max_{i,j} |\Lambda_{ij}|$
6. **if** $\Lambda_{(ij)^*} \geq h$ **then**
   7. Select attack strategy $i$
7. **else**
   8. Select attack strategy $j$
6. **end if**

Probability for adversarial image $\tilde{X}_{it}$ is from 1.

**Label-only setting:** On the other hand, if the attacker has access to the predicted label only, but not the predicted class probabilities, then the attack success rate in a mini batch can be used as the likelihood:

$$q_{it} = \frac{\# \text{misclassifications in } \{\tilde{X}_{it}^1, \ldots, \tilde{X}_{it}^L\}}{L}. \quad (7)$$

In this case, a mini batch of $L$ adversarial images is used for each attack strategy in each query ($M = KL$). The proposed SASS algorithm is summarized in Algorithm 1.
3.3. Performance Analysis

While in the binary case there are two error probabilities $\alpha_0 = P_0(\delta_T = A_1)$ and $\alpha_1 = P_1(\delta_T = A_0)$, in the general case there are $K(K-1)$ error cases with the probabilities $\alpha_{ij} = P_i(\delta_T = A_j)$, $i = 1, \ldots, K$, $j \neq i$, where $P_i$ denotes the probability under the true hypothesis. If the hypothesis set $S$ does not include the target network, then $P_i$ denotes the probability under the closest hypothesis in $S$, i.e., the best performing attack strategy in $S$ against the target network.

We can find an upper bound for each error probability using the Wald’s likelihood ratio identity (32) as follows

$$\alpha_{ij} = P_i(\Lambda_{ij,T} \leq -b_{ij}) = E_i[1\{\Lambda_{ij,T} \leq -b_{ij}\}] = E_j[e^{\Lambda_{ij,T}}1\{\Lambda_{ij,T} \leq -b_{ij}\}]$$
$$\leq e^{-b_{ij}} P_j(\delta_T = A_j) \leq e^{-b_{ij}}, \quad (8)$$

where $1\{\cdot\}$ is the indicator function which takes the value one if its argument is true and zero otherwise. Similarly,

$$\alpha_{ji} = P_j(\Lambda_{ij,T} \geq a_{ij}) = E_j[1\{\Lambda_{ij,T} \geq a_{ij}\}] = E_i[e^{-\Lambda_{ij,T}}, 1\{\Lambda_{ij,T} \geq a_{ij}\}]$$
$$\leq e^{-a_{ij}} P_i(\delta_T = A_i) \leq e^{-a_{ij}}. \quad (9)$$

These relationships between the error probabilities and the thresholds can be used to set the thresholds to a value which will satisfy an error probability constraint. For instance, if $\alpha_{ij}$ is wanted to be at most $\bar{\alpha}$, setting

$$-b_{ij} = \log \bar{\alpha}$$
can satisfy \( \alpha_{ij} \leq \bar{\alpha} = e^{-b_{ij}} \). Similarly,

\[
a_{ij} = -\log \bar{\alpha}
\]

can satisfy \( \alpha_{ji} \leq \bar{\alpha} = e^{-a_{ij}} \).

While Eqs. (5), (8), (9) are in a general form with potentially different thresholds for testing each pair of hypotheses, in practice one can typically use the same threshold \( h = a_{ij} = b_{ij} \) and the same error probability constraint \( \bar{\alpha} \) for all \( i, j \) by setting

\[
h = -\log \bar{\alpha}
\]

Note that given a target model and the corresponding best attack strategy \( A_i \), the total error probability is given by the sum \( \sum_{j \neq i} \alpha_{ij} \). If the upper bound for each error case is set the same as \( \bar{\alpha} \), then the total error probability must be bounded by \( (K - 1)\bar{\alpha} \). That is, given a total error probability constraint \( \beta \), one can set

\[
h = -\log \frac{\beta}{K - 1}.
\]

4. Experiments

In this section we will evaluate our SASS method and compare its performance with different types of state-of-the-art black-box adversarial attacks. First, we will investigate our method’s target model detection success within different scenarios. Then, we will compare our approach with transferability-based adversarial attacks. Finally, we will discuss our method’s performance when it is compared to query-based black-box attacks. The following experimental settings will be used throughout this section:
Dataset: Following the common practice in literature we have randomly selected 5000 images from the ImageNet 2012 validation set (33) and used this dataset for our experiments, e.g., (8), (9), (11), (29) use randomly selected 2500, 1000, 1000, 1000 images from the ImageNet validation set, respectively.

Target Models: We use the following popular image classification models as target in our experiments: InceptionV3 (34), ResNet-50 (35), DeiT-S (3), DeiT-B (3), DeiT-Ti (3), ViT-T (2), ViT-B (2), Vgg16 (36), Vgg19 (36), ResNet-152 (35). These models are publicly available, e.g., in timm (37) and torchvision (38) libraries.

Adversarial attacks: Throughout our experiments we use several adversarial attacks including FGSM (1), C&W (13), PGD (14), PatchFool (8), PNA (7), NES (11).

Evaluation Metrics: The success rate of an attack is defined as the average error percentage of the target model on the generated dataset over 1000 trials. For the proposed SASS method, success rate (SR) is given by

$$SR = \sum_{i=1}^{K} p_i \times SR_i$$

where $K$ is the number of candidate attack strategies (hypotheses), $p_i \in [0, 1]$ is the frequency of trials in which attack strategy $i$ is selected, and $SR_i$ is the success rate of attack strategy $i$. For SASS, we also define the detection rate (DR) as the selection frequency of best attack strategy.

4.1. Performance of Target Model Identification

We first evaluate our target identification performance considering both the architectural match and mismatch cases.
<table>
<thead>
<tr>
<th>Attack Strategy</th>
<th>Target</th>
<th>Threshold</th>
<th>AQ</th>
<th>DR</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SASS-2</td>
<td>ResNet50</td>
<td>0.8</td>
<td>2.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2</td>
<td>ResNet50</td>
<td>8</td>
<td>5.16</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2</td>
<td>ResNet50</td>
<td>20</td>
<td>8.78</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2</td>
<td>ResNet50</td>
<td>40</td>
<td>16.35</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>ResNet50</td>
<td>0.8</td>
<td>20</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>ResNet50</td>
<td>8</td>
<td>71.7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>ResNet50</td>
<td>20</td>
<td>136.16</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>ResNet50</td>
<td>40</td>
<td>235.28</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SASS-2</td>
<td>DeiT-S</td>
<td>0.8</td>
<td>9</td>
<td>95.4</td>
<td>88.50</td>
</tr>
<tr>
<td>SASS-2</td>
<td>DeiT-S</td>
<td>8</td>
<td>78.9</td>
<td>100</td>
<td>93.78</td>
</tr>
<tr>
<td>SASS-2</td>
<td>DeiT-S</td>
<td>20</td>
<td>172.5</td>
<td>100</td>
<td>93.78</td>
</tr>
<tr>
<td>SASS-2</td>
<td>DeiT-S</td>
<td>40</td>
<td>348</td>
<td>100</td>
<td>93.78</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>DeiT-S</td>
<td>0.8</td>
<td>23</td>
<td>100</td>
<td>93.78</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>DeiT-S</td>
<td>8</td>
<td>119.4</td>
<td>100</td>
<td>93.78</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>DeiT-S</td>
<td>20</td>
<td>248.5</td>
<td>100</td>
<td>93.78</td>
</tr>
<tr>
<td>SASS-2 (label only)</td>
<td>DeiT-S</td>
<td>40</td>
<td>481.2</td>
<td>100</td>
<td>93.78</td>
</tr>
</tbody>
</table>

Table 1: The performance of the proposed SASS method with 2 attack strategies (PGD trained on ResNet-50, PatchFool trained on DeiT-S) against target models ResNet-50 and DeiT-S in terms of average number of queries (AQ), detection rate (DR) and success rate (SR).

4.1.1. Architectural Match Case

In this best-case scenario, SASS hypothesis set $S$ includes the target model. Table 1 shows the attack success rate (SR) and target model detection rate (DR) as a function of the chosen threshold and the resulting average number of queries (AQ) for a binary hypothesis set, which includes the target model. The two attack strategies in SASS-2 are PGD trained on ResNet-50 and PatchFool trained on DeiT-S. When the target model is ResNet-50, SASS achieves perfect DR and SR even with 2.7 queries on average by accessing the class probability predictions of the target model. When it only accesses the predicted labels, it uses $L = 10$ adversarial images for each attack strategy, i.e., each batch consists of 20 images, which naturally increases AQ compared to the probability-accessible setting. Us-
Figure 3: Detection Rate (DR) and Success Rate (SR) of the proposed SASS method with 2 attack strategies (PGD trained on Inception and PNA trained on ViT) against target model VGG-16.

When the target model is DeiT-S, SASS-2 detects the target model correctly in all trials except for the smallest threshold in the probability-accessible setting, which attains 95.4% DR by using 9 queries on average. Although SASS-2 perfectly detects the target model in other cases, its SR is not 100% because the SR of the PatchFool attack on DeiT-S is 93.78%. By identifying the target model, SASS turns the black-box attack into a white-box attack.

4.1.2. Architectural Mismatch Case

In the case when the hypothesis set $S$ does not include the target model, we expect SASS to identify the closest architecture in $S$. In Figure 3, the performance of SASS-2 without an exact match to the target model is shown as a function of the
Figure 4: Detection Rate (DR) and Success Rate (SR) of the proposed SASS method with 2 attack strategies (C&W trained on Inception and PNA trained on DeiT-S) against target model ViT-B.

average number of queries. The considered attack strategies is $S$ are PGD trained on Inception and PNA trained on ViT while the target model is VGG-16. With average query number of 65.19, we achieve 100% percent of DR and 89.58% SR. DR here denotes the detection rate of Inception as the substitute model since it is a CNN-based model like VGG-16. Note that SR is dependent on the chosen attack strategy’s transferability performance on the target model. This causes relatively low SR compared to the exact match case (Table 1).

Especially, when we have transformers as target models, transferability is a more serious issue since adversarial attacks against transformers are not as transferable as attacks against CNNs. For example, Figure 4 shows the performance of SASS-2 which includes C&W with Inception and PNA with DeiT-S as attack strategies against target model ViT-B. In this case, DR refers to the selection of
DeiT-S as the substitute model. Even when DR reaches 98.1\%, SR stays at 52\% due to the low transferability of PNA trained on DeiT-S to ViT-B.

The solution to this problem is enhancing the hypothesis set with more attack strategies. We conducted an extensive experiment in which \( S \) consists of 3, 4, and 5 attack strategies. For SASS-3, we consider PGD with InceptionV3, PGD with DeiT-S, and PGD with ViT-B in \( S \). Then, in addition to these three, we use PGD with ResNet-50 in SASS-4 and also PGD with VGG-16 in SASS-5. Ten different target models (InceptionV3, ResNet-50, DeiT-S, DeiT-Ti, Vit-T, ViT-B, VGG16, VGG19, ResNet-152) are attacked in the label-only setting using \( L = 5 \) perturbed images per attack strategy in a query batch and four different thresholds (0.8, 8, 20, 40). The complete SR and AQ values against all target models are given in Table 6. Figure 5 summarizes the SR vs. AQ performances of SASS-3, SASS-4, and SASS-5 averaged over the ten target models. The average SR of SASS-3, SASS-4, and SASS-5 reaches or exceeds 90\%. The four-hypothesis case seems to be the ideal setting in this experiment as SASS-4 clearly outperforms SASS-3 and SASS-5. Comparing SASS-4 to SASS-3 we see that the reduction in the average number of batches outweighs the increase in the batch size \( M = KL \), where \( K = 3, 4 \) for SASS-3 and SASS-4, respectively. We see the opposite case in SASS-5, which significantly underperforms due to the increase in the batch size. Note that we tried to add complementary models while expanding the hypothesis set. In this particular scenario, while adding PGD with ResNet-50 in SASS-4 yields improved overall performance, the cost of adding PGD with VGG-16 in SASS-5 outweighs its benefit, resulting in a reduced overall performance.
Figure 5: Success Rate (SR) as a function of average query number (AQ) for the proposed SASS method with 3, 4, and 5 attack strategies. PGD with ResNet-50 is added to the three attack strategies (PGD with InceptionV3, DeiT-S, ViT-B) of SASS-3 to obtain SASS-4. And PGD with VGG-16 is further added to obtain SASS-5.

4.2. Comparison against Transfer Learning-Based Black-Box Attacks

Transfer learning-based black-box attacks are practical because of their simple approach. In this type of attacks, an adversarial set is generated using a surrogate model, and assuming transferability this set is used for attacking to the target model. To test our performance against transfer learning-based attacks, we generated eight adversarial datasets by training FGSM, PGD, PatchFool/C&W, and PNA on DeiT-S and InceptionV3 as surrogate models. Then, we used these adversarial sets to attack ten different target models.

Tables 2 and 3 present the attack success rate (SR) of the proposed SASS-4 method (PGD with InceptionV3, DeiT-S, ViT-B, ResNet-50) compared to FGSM,
PGD, PatchFool, PNA trained on DeiT-S and FGSM, PGD, C&W, PNA trained on InceptionV3, respectively. Since PatchFool is specifically designed for transformer models using image patches, it cannot be trained on a CNN-based surrogate model like InceptionV3. Hence, we replaced it with C&W in Table 3. SASS-4-vs and SASS-4-s correspond to the very small (0.8) and small (8) threshold cases. The average query numbers for our method are shown in parentheses. At the cost of a reasonably low number of queries, the proposed method achieves significantly higher SR on average than the popular transfer-based black-box attacks, including the recent PNA attack (7), which focuses on the same low-transferability issue between CNNs and transformers. While the benchmark black-box methods suffer considerable performance loss against several target models (e.g., FGSM against ViT-B, PGD against ViT-B, PatchFool against DeiT-B, PNA against ResNet-152), our approach consistently achieves high SR values against a wide range of target models, including the ones that are not included in the hypothesis set $S$ (i.e., last six target models). These results indicate that the transferability of the proposed SASS method is much higher than the existing black-box methods, especially when the surrogate model is CNN-based (Table 3).

4.3. Comparison against Query-Based Black-Box Attacks

Following a fully data-driven approach, query-based black-box attacks directly aim at the target model without using a substitute model. Particularly, they aim to estimate the gradient of the target model’s classification loss with respect to the input image by sending queries and generate adversarial perturbations via this estimation. While not being limited by a surrogate is an important advantage, the number of queries to target model is typically prohibitive (on the order of tens of thousands) in practice. Query-based attacks are usually studied under two dif-
### Table 2: Transferability comparison in terms of success rate (SR) between the popular transfer-based black-box attacks FGSM, PGD, PatchFool (PFool), PNA, which are trained on DeiT-S, and the proposed SASS method with four candidate attack strategies (PGD with InceptionV3, DeiT-S, ViT-B, ResNet-50). SASS-4-vs and SASS-4-s correspond to the very small (0.8) and small (8) threshold cases. Significantly higher average SR value of SASS-4-s indicates better transferability. Numbers in parentheses show the average number of queries. Note that the models marked with * are CNN based, while the others are transformer based.

<table>
<thead>
<tr>
<th>Target Model</th>
<th>FGSM (1)</th>
<th>PGD (14)</th>
<th>PFool (8)</th>
<th>PNA (7)</th>
<th>SASS-4-vs</th>
<th>SASS-4-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>InceptionV3* (34)</td>
<td>58.5</td>
<td>69.56</td>
<td>33.58</td>
<td>51.52</td>
<td>81.71</td>
<td><strong>98.27</strong></td>
</tr>
<tr>
<td>DeiT-S (3)</td>
<td>41.28</td>
<td><strong>100</strong></td>
<td>93.78</td>
<td>95.26</td>
<td>71.15</td>
<td>88.52</td>
</tr>
<tr>
<td>ViT-B (2)</td>
<td>25.48</td>
<td>56.94</td>
<td>23.81</td>
<td>52.64</td>
<td>98.6</td>
<td><strong>99.56</strong></td>
</tr>
<tr>
<td>ResNet-50* (35)</td>
<td>67.14</td>
<td>81.68</td>
<td>26.9</td>
<td>54.3</td>
<td>94.69</td>
<td><strong>100</strong></td>
</tr>
<tr>
<td>VGG-16* (36)</td>
<td>80.72</td>
<td>90.76</td>
<td>32.36</td>
<td>62.16</td>
<td>90.68</td>
<td><strong>91.85</strong></td>
</tr>
<tr>
<td>DeiT-T (3)</td>
<td>53.5</td>
<td><strong>93.48</strong></td>
<td>29.87</td>
<td>78.2</td>
<td>74.84</td>
<td>88.44</td>
</tr>
<tr>
<td>DeiT-B (3)</td>
<td>34</td>
<td><strong>86.7</strong></td>
<td>19.23</td>
<td>73.48</td>
<td>67.84</td>
<td>79.38</td>
</tr>
<tr>
<td>ResNet-152* (35)</td>
<td>57.16</td>
<td>71.64</td>
<td>24.54</td>
<td>47.9</td>
<td>80.04</td>
<td><strong>85.44</strong></td>
</tr>
<tr>
<td>VGG-19* (36)</td>
<td>79.56</td>
<td>89.62</td>
<td>30.79</td>
<td>58.7</td>
<td>82.89</td>
<td><strong>91.06</strong></td>
</tr>
<tr>
<td>ViT-T (2)</td>
<td>59.6</td>
<td><strong>90.1</strong></td>
<td>53.24</td>
<td>72.36</td>
<td>80.65</td>
<td>88.7</td>
</tr>
<tr>
<td>Average</td>
<td>55.69</td>
<td>83.04</td>
<td>36.81</td>
<td>64.65</td>
<td>82.31</td>
<td><strong>91.12</strong></td>
</tr>
</tbody>
</table>

For different attack objectives, namely targeted and untargeted attacks. While untargeted attacks only aim the misclassification of input into any wrong label, targeted attacks particularly aim misclassification into a specific wrong label.

For untargeted attacks, our results in Sections 4.1 and 4.2 can be used to compare SASS with query-based black-box attacks. For example, ZOO attack (12) achieves 88.9% SR against InceptionV3 with more than 100,000 queries for 150 images from the ImageNet test set. In the same case, if the hypothesis set includes InceptionV3, as shown in Table 6, SASS-3 achieves 99.98% SR with 17.25 AQ; SASS-4 achieves 98.27% SR with 174.2 AQ; and SASS-5 achieves 98.63% SR with 188.5 AQ. Moreover, if the hypothesis set does not include the target model, as shown in Figure 5, SASS-3 achieves on average 89.58% SR with 529.68 AQ; SASS-4 achieves on average 91.12% SR with 305.92 AQ; and SASS-5 achieves on average 85.59% SR with 435.27 AQ.

For targeted attacks, considering InceptionV3 as the target model, we compare
Table 3: Transferability comparison in terms of success rate (SR) between the popular transfer-based black-box attacks FGSM, PGD, PatchFool (PFoll), PNA, which are trained on InceptionV3, and the proposed SASS method with four candidate attack strategies (PGD with InceptionV3, DeiT-S, ViT-B, ResNet-50). SASS-4-vs and SASS-4-s correspond to the very small (0.8) and small (8) threshold cases. Significantly higher average SR value of SASS-4-s indicates better transferability. Numbers in parentheses show the average number of queries. Note that the models marked with * are CNN based, while the others are transformer based.

<table>
<thead>
<tr>
<th>Target Model</th>
<th>FGSM (1)</th>
<th>PGD (14)</th>
<th>CW (13)</th>
<th>PNA (7)</th>
<th>SASS-4-vs</th>
<th>SASS-4-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>InceptionV3* (34)</td>
<td>48.56</td>
<td>99.98</td>
<td>45.1</td>
<td>91.02</td>
<td>81.71 (21.8)</td>
<td>98.27 (174.2)</td>
</tr>
<tr>
<td>DeiT-S (3)</td>
<td>36.94</td>
<td>41.5</td>
<td>36.56</td>
<td>31.4</td>
<td>71.15 (20.2)</td>
<td>88.52 (79.4)</td>
</tr>
<tr>
<td>ViT-B (2)</td>
<td>23.78</td>
<td>28.48</td>
<td>23.7</td>
<td>21.98</td>
<td>98.6 (20)</td>
<td>99.56 (45.2)</td>
</tr>
<tr>
<td>ResNet-50* (35)</td>
<td>67.78</td>
<td>81.12</td>
<td>67.47</td>
<td>50.18</td>
<td>94.69 (28.4)</td>
<td>100 (273.6)</td>
</tr>
<tr>
<td>VGG-16* (36)</td>
<td>81.5</td>
<td>89.58</td>
<td>81.28</td>
<td>58.56</td>
<td>90.68 (43.2)</td>
<td>91.85 (939.8)</td>
</tr>
<tr>
<td>DeiT-T (3)</td>
<td>52.08</td>
<td>55.28</td>
<td>51.62</td>
<td>42.88</td>
<td>74.84 (22.2)</td>
<td>88.44 (134.2)</td>
</tr>
<tr>
<td>DeiT-B (3)</td>
<td>31.79</td>
<td>37.52</td>
<td>31.45</td>
<td>26.92</td>
<td>67.84 (20)</td>
<td>79.38 (75)</td>
</tr>
<tr>
<td>ResNet-152* (35)</td>
<td>45.26</td>
<td>30.92</td>
<td>45.92</td>
<td>55.02</td>
<td>80.04 (25.8)</td>
<td>85.44 (252)</td>
</tr>
<tr>
<td>VGG-19* (36)</td>
<td>79.34</td>
<td>87.12</td>
<td>78.96</td>
<td>55.88</td>
<td>82.89 (47.2)</td>
<td>91.06 (897.2)</td>
</tr>
<tr>
<td>ViT-T (2)</td>
<td>57.32</td>
<td>61.44</td>
<td>56.78</td>
<td>41.28</td>
<td>80.65 (26.8)</td>
<td>88.7 (188.6)</td>
</tr>
<tr>
<td>Average</td>
<td>52.435</td>
<td>61.294</td>
<td>51.884</td>
<td>47.512</td>
<td>82.31 (27.56)</td>
<td>91.12 (305.92)</td>
</tr>
</tbody>
</table>

Table 3: Transferability comparison in terms of success rate (SR) between the popular transfer-based black-box attacks FGSM, PGD, PatchFool (PFoll), PNA, which are trained on InceptionV3, and the proposed SASS method with four candidate attack strategies (PGD with InceptionV3, DeiT-S, ViT-B, ResNet-50). SASS-4-vs and SASS-4-s correspond to the very small (0.8) and small (8) threshold cases. Significantly higher average SR value of SASS-4-s indicates better transferability. Numbers in parentheses show the average number of queries. Note that the models marked with * are CNN based, while the others are transformer based.

our method with the query-based NES attack (11), which estimates the gradients via queries and then utilizes PGD attack based on the estimated gradients. Table 4 shows that SASS-5 with the same hypothesis set in the previous section, which includes InceptionV3, achieves 98.36% SR in the label-only setting by using only 55.61 queries on average. Whereas, the fully-data driven NES method needs a prohibitive 2.7 million queries to attain 90% SR in the same label-only setting.

When all class probabilities are available from the target model, NES achieves 99.2% SR using 11,550 queries, which corresponds to the most query-limited (QL) performance of NES. And when only the partial information (PI) of top predicted probability is available from the target model, NES can reach an SR of 93.6% with 49,624 queries. The sheer difference between the average number of queries of the proposed SASS and NES is due to the hypothesis testing mechanism of SASS which effectively utilizes the prior information on target models. The fact that target models are predominantly based on a handful popular architectures
provide valuable prior information. When the target model architecture is in the hypothesis set, SASS is able to drastically reduce the number of queries needed to successfully attack an unknown target model. However, specifically for targeted attacks, mismatch between the target model and hypothesis set can prevent the effective use of such prior information, as discussed next.

For targeted attack, transferability is very low even between similar CNN-based architectures, as seen in Table 5. This is in contrast with untargeted attack, for which transferability is an issue if the target and substitute model architectures are not of similar type. Even in such mismatch cases for untargeted attack, discussed in Tables 2 and 3, the SR values are much higher than the off-diagonal SR values in Table 5. Because of this complete lack of transferability for targeted attacks, our SASS method unfortunately does not work well for targeted attack if the hypothesis set does not include the target model. Hence, for SASS to be successful in targeted attacks, its hypothesis set needs to be large enough to cover the target model, i.e., should cover a high percentage of popular image recognition models. This will inevitably result in loss of data efficiency. However, even if all ten of the popular models considered in Table 6 or even a wider set is included in the hypothesis set, it is reasonable to expect SASS to need less than millions of queries (unlike the NES attack) based on the results in Table 6 for SASS-5, which uses less than 10,000 queries in all cases.

5. Conclusions

In this paper, we showed that a novel architecture-agnostic black-box attack design method, called sequential attack selection strategy (SASS), can address the architectural uncertainty in target image recognition in a query-efficient way.
Table 4: Targeted attack comparison between our attack and query-limited (QL), partial information (PI), and label-only (LO) NES attacks against the target model InceptionV3. Results for SASS-5 are obtained in the label-only setting. The hypothesis set of SASS-5 includes PGD with InceptionV3, DeiT-S, ViT-B, ResNet-50, and VGG-16. NES attacks also use the PGD attack with their gradient estimates. Having the target model in the hypothesis set enables huge query savings compared to the fully-data driven NES method.

Table 5: Targeted attack success rates (SRs) of adversarial datasets generated by PGD trained on InceptionV3, ResNet-50, and ViT-B on target models InceptionV3, ResNet-50 and ViT-B. There is a complete lack of transferability for targeted attacks even between similar CNN-based architectures as shown by the very small off-diagonal SRs.

SASS aims to identify the target model architecture as close as possible by sending queries. It chooses its candidate set of substitute models (hypothesis set) using prior information (domain knowledge) on popular image recognition models (i.e., CNNs and transformers), and queries the target model in a data-driven way to identify the closest match in the hypothesis set. This hybrid nature of SASS, which is based on both prior information and queries, provides a trade-off between robustness to architecture heterogeneity and data efficiency. The success of proposed SASS method is limited by the diversity of hypothesis set. As the hypothesis set grows, SASS becomes more robust to architectural heterogeneity, but loses from data efficiency. The number of queries required by a large hypothesis set may be prohibitive for some applications in which queries are costly or
significantly increase the risk of detection and prevention.

Through experiments on real data, we showed that the size of hypothesis set can be set to obtain a balanced treatment by analyzing the Success Rate (SR) vs. Average Query (AQ) number. Particularly, experiments on randomly chosen 5000 images from the ImageNet dataset yielded SASS with 4 hypotheses as the optimum choice. Extensive comparisons with state-of-the-art black-box attacks illustrate that this balanced usage of prior information with a reasonable number of queries gives SASS an edge over the existing methods.

We also noted that, for performing targeted attacks, the trade-off between robustness vs. data efficiency should be severely skewed towards robustness due to the very low transferability of targeted attack techniques even among similar architectures. Larger hypothesis sets will increase the probability of including the target model at the expense of more queries. If the hypothesis set does not include the target model, SASS cannot generate successful targeted attacks due to low transferability.

As future work, we intend to extend our SASS method to video classifiers and work on defense mechanisms against adversarial machine learning attacks targeting different types of architectures. Also, the knowledge base of SASS should be regularly updated with new effective attack and defense methods from the literature, and its hypothesis set should be adjusted accordingly as needed.
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<table>
<thead>
<tr>
<th>Method</th>
<th>InceptionV3</th>
<th>DeiT-S</th>
<th>ViT-B</th>
<th>ResNet-50</th>
<th>VGG-16</th>
<th>DeiT-T</th>
<th>DeiT-B</th>
<th>ResNet-152</th>
<th>VGG-19</th>
<th>ViT-T</th>
</tr>
</thead>
<tbody>
<tr>
<td>SASS-3-vs</td>
<td>99.98</td>
<td>98.83</td>
<td>98.27</td>
<td>94.27</td>
<td>89.83</td>
<td>92.46</td>
<td>83.77</td>
<td>71.58</td>
<td>79.23</td>
<td>87.28</td>
</tr>
<tr>
<td>SASS-3-s</td>
<td>17.25</td>
<td>15.45</td>
<td>15.15</td>
<td>15.15</td>
<td>93.8</td>
<td>18.45</td>
<td>16.95</td>
<td>25.5</td>
<td>36.6</td>
<td>21.3</td>
</tr>
<tr>
<td>SASS-3-l</td>
<td>99.98</td>
<td>97.66</td>
<td>98.27</td>
<td>91.37</td>
<td>93.48</td>
<td>85.44</td>
<td>73.83</td>
<td>59.73</td>
<td>1427.85</td>
<td>166.35</td>
</tr>
<tr>
<td>SASS-3-vl</td>
<td>294.28</td>
<td>128.55</td>
<td>63.75</td>
<td>2342.4</td>
<td>4646.85</td>
<td>205.5</td>
<td>105.0</td>
<td>1188</td>
<td>3497.55</td>
<td>311.25</td>
</tr>
<tr>
<td>SASS-4-vs</td>
<td>99.98</td>
<td>100.0</td>
<td>100.0</td>
<td>98.93</td>
<td>93.48</td>
<td>86.49</td>
<td>73.3</td>
<td>89.62</td>
<td>89.97</td>
<td></td>
</tr>
<tr>
<td>SASS-4-s</td>
<td>140.85</td>
<td>64.65</td>
<td>902.85</td>
<td>1764.3</td>
<td>124.8</td>
<td>63.9</td>
<td>59.73</td>
<td>1427.85</td>
<td>166.35</td>
<td></td>
</tr>
<tr>
<td>SASS-4-l</td>
<td>99.98</td>
<td>98.83</td>
<td>99.36</td>
<td>90.65</td>
<td>93.48</td>
<td>85.86</td>
<td>71.56</td>
<td>89.62</td>
<td>89.97</td>
<td></td>
</tr>
<tr>
<td>SASS-4-vl</td>
<td>552.63</td>
<td>184.35</td>
<td>99.83</td>
<td>939.15</td>
<td>85.44</td>
<td>91.06</td>
<td>88.70</td>
<td>91.31</td>
<td>188.6</td>
<td></td>
</tr>
<tr>
<td>SASS-5-vs</td>
<td>81.71</td>
<td>71.15</td>
<td>98.60</td>
<td>94.69</td>
<td>90.68</td>
<td>74.84</td>
<td>67.84</td>
<td>80.04</td>
<td>82.89</td>
<td>80.65</td>
</tr>
<tr>
<td>SASS-5-s</td>
<td>21.8</td>
<td>20.2</td>
<td>20.0</td>
<td>28.4</td>
<td>43.2</td>
<td>22.2</td>
<td>20.0</td>
<td>25.8</td>
<td>47.2</td>
<td>26.8</td>
</tr>
<tr>
<td>SASS-5-l</td>
<td>98.87</td>
<td>98.52</td>
<td>99.36</td>
<td>100</td>
<td>91.35</td>
<td>89.31</td>
<td>77.64</td>
<td>532.6</td>
<td>1985.4</td>
<td>411.4</td>
</tr>
<tr>
<td>SASS-5-vl</td>
<td>174.2</td>
<td>79.4</td>
<td>45.2</td>
<td>273.6</td>
<td>939.8</td>
<td>134.2</td>
<td>75.0</td>
<td>1892.2</td>
<td>188.6</td>
<td></td>
</tr>
<tr>
<td>SASS-6-vs</td>
<td>96.27</td>
<td>84.97</td>
<td>99.56</td>
<td>100</td>
<td>91.35</td>
<td>89.31</td>
<td>77.64</td>
<td>532.6</td>
<td>1985.4</td>
<td>411.4</td>
</tr>
<tr>
<td>SASS-6-s</td>
<td>369.0</td>
<td>126.2</td>
<td>61.6</td>
<td>616.4</td>
<td>2122</td>
<td>264.4</td>
<td>109.8</td>
<td>532.6</td>
<td>1985.4</td>
<td>411.4</td>
</tr>
<tr>
<td>SASS-6-l</td>
<td>99.98</td>
<td>96.97</td>
<td>100</td>
<td>100</td>
<td>92.38</td>
<td>91.95</td>
<td>82.31</td>
<td>86.08</td>
<td>91.52</td>
<td>89.97</td>
</tr>
<tr>
<td>SASS-6-vl</td>
<td>698.8</td>
<td>186.4</td>
<td>102.0</td>
<td>1264</td>
<td>8059.4</td>
<td>400.0</td>
<td>166.0</td>
<td>1200.4</td>
<td>4192.4</td>
<td>734.4</td>
</tr>
</tbody>
</table>

Table 6: SASS-3, SASS-4, SASS-5 attacks against target models Inceptionv3, ResNet-50, DeiT-S, DeiT-B, ViT-T, ViT-B, VGG-16, VGG-19 and ResNet-152 with different thresholds: very small (vs), small (s), large (l), very large (vl) correspond to 0.8, 8, 20, 40 respectively. SASS-3 has inception pgd, deits pgd and vit pgd as attack strategies, SASS-4 has resnet pgd in addition to SASS-3 and SASS-5 has vgg16 pgd in addition to SASS-4.