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ABSTRACT
Malicious profiles have been a credible threat to collaborative rec-
ommender systems. Attackers provide fake item ratings to system-
atically manipulate the platform. Attack detection algorithms can
identify and remove such users by observing rating distributions.
In this study, we aim to use the user attributes as an additional
information source to improve the accuracy and speed of attack
detection. We propose a probabilistic factorization model which
can embed mixed data type user attributes and observed ratings
into a latent space to generate anomaly statistics for new users. To
identify the persistent outliers in the system, we also propose a
sequential attack detection algorithm to enable quick and accurate
detection based on the probabilistic model learned from genuine
users. The proposed model demonstrates significant improvements
in both accuracy and speed when compared to baseline algorithms
on a popular benchmark dataset.

KEYWORDS
Sequential attack detection, probabilistic matrix factorization, at-
tribute embedding
ACM Reference Format:
Name Surname, Name Surname, and Name Surname. 2019. Quick and Ac-
curate Attack Detection in Recommender Systems through User Attributes.
In RecSys ’19: ACM Conference Series on Recommender Systems, September
16-20, 2019, Copenhagen, Denmark. ACM, New York, NY, USA, 5 pages.
https://doi.org/10.1145/1122445.1122456

1 INTRODUCTION
Recommender systems are important building blocks of successful
and popular commercial systems, which gave rise to malicious mo-
tivations for some participants, called the attackers, to manipulate
the outcomes. The main purposes for such activities could be to
promote an item by pushing its ratings, to nuke a rival item with
malicious feedback or just to disrupt the platform to reduce its
efficiency. These activities are considered mostly profit oriented
and mitigated by attack detection algorithms.

In collaborative filtering models, the interactions of target users
and their neighbors are exploited to make better recommendations.
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To this end, in a trained model including many genuine users, items
and interactions, it is assumed that the neighbors share similar pref-
erences. Most of the attack detection models leverage this similarity
to detect attack profiles by processing the rating distributions to
form distinctive features [1, 20]. However, some newly registered
users may exhibit different preferences, which make them prone
to false alarms. As it was in the case of improving cold-start rec-
ommendation performance of collaborative filtering models when
not enough user interaction has yet been entered, user attributes
can provide an additional source of information to improve attack
detection performance. Since most of the systems require enter-
ing basic demographic data for each user during registration, this
information is available only to the system operator while being
inaccessible to outside attackers. In this study, we aim to exploit this
observation by utilizing user attributes as an additional information
source. The assumption, in this case, is that the users who have
similar attributes will have similar preferences. For an attacker, it
requires in-depth knowledge to obtain this affinity of genuine user
profiles and ratings. Hence, it can be assumed that the attacker will
choose random attributes for newly created fake profiles, which can
be used as another statistical metric to detect anomalous behavior,
in addition to the anomalies in the ratings.

For an effective attack, the attackers register many fake pro-
files. In this study, we assume such fake profiles are registered
sequentially in a short time period to obtain effective results. In this
scenario, the fake user profiles generally appear as persistent outliers,
which we call an anomaly, under the model trained with genuine
users. With this definition of temporal anomaly, the genuine users,
who might have more diverse preferences than the general popu-
lation in the system, are no longer detected as attack profiles, i.e.,
such false alarms are avoided, due to their non-persistent (i.e., low
frequency) registration rate. Our objective is to detect the attacks
as soon as possible while controlling the false alarm rate.

In this study, our motivation is to exploit user attributes as an
additional source of evidence for sequential fake profile detection
to quickly and accurately raise a system-wide alarm and to detect
anomalous profiles and mitigate the attack by dropping the ratings
entered by them. The main contributions of this paper are two-fold:

i) A probabilistic matrix factorization model that effectively embeds
observed ratings and mixed data type attributes of the genuine
users into a low dimensional latent manifold and provides decision
statistics from both ratings and attributes and;

ii) A sequential detection framework that uses statistics produced
under this multimodal matrix factorization model to quickly and
accurately detect fake profiles.
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2 RELATEDWORK
Many unsupervised attack detection algorithms have been proposed
in the literature. Most of them use rating statistics to distinguish
attack profiles considering them as individuals or groups of users.
An early method [19] explored clustering the neighborhood into
two clusters during a particular item’s prediction and filtered the
cluster based on mean and standard deviations. In [9], rating de-
viation from mean agreement (RDMA) was introduced and used
as evidence of attacking along with similarity to the closest neigh-
bors. UnRAP [7] algorithm used sum of squared deviations from
the user, item and global means as a statistic, which was called the
Hv score, to classify the users with a sliding window method to
refine the results. In [17], highly correlated users were defined as
the potential attack users and PCA of the user covariance matrix
was exploited to identify the attackers by choosing a few principal
components associated with the smallest eigenvalues. In [11], a
statistical test called Neyman-Pearson (NP), based on the likelihood
ratio test, was proposed to detect random, average and bandwagon
attacks. The probability that a new user is an attack profile was
determined based on the overlap of the item selections of the new
user and the genuine users in the training set. In [3], detection
attributes were combined to form discriminatory features by using
previously proposed metrics including RDMA, Weighted Degree of
Agreement (WDA), Weighted Degree of Mean Agreement (WDMA),
Length Variance [8] and Hv score. Afterward, k-means clustering
was applied to these features to identify attack clusters with small
standard deviations. In [14], a latent variable model was proposed.
The inferred latent variables were used to distinguish the item se-
lection strategy of genuine and attack users by identifying the type
that maximizes the entropy of the rating distribution. In [13], a
multidimensional scaling approach was adopted to identify distinct
behaviors. Subsequently, clustering was performed to discriminate
attack users by assuming the attack profiles were at the center of
the genuine users’ distributions. In [5], hierarchical clustering was
used by identifying the cluster with the highest average similarity
weight as the attack cluster. Some recent studies introduced exploit-
ing the graph structures. A graph-based method was employed to
find a maximum submatrix in the similarity matrix by finding the
largest component that corresponds to the most highly correlated
group in the graph [24, 25]. In [22], an undirected user-user graph
was constructed and the similarity between vertices was learned
by using the graph mining method. By analyzing the similarity
and target items, attack users were identified. In [23], the Hidden
Markov Model was used to model user’s rating behaviors with
hierarchical clustering to group users according to the suspicion
degree obtained from the model.

From the anomaly detection point of view, [4] proposed a detec-
tor that observes the mean ratings of each item in predefined time
intervals. Mean detector was also used within the sequential detec-
tion framework to detect dishonest ratings in reputation systems
[16]. In this work, the cumulative sum (CUSUM) algorithm was
used to detect the mean changes in observed ratings for each item.
Recently, a better approach than the mean detector was proposed
in [15]. In this work, the ratings were considered as categorically
distributed and a generalized likelihood ratio (GLR) based detector
was proposed, which performed better than the mean detector.

In this paper, we show that the attack detection performance can
be improved in terms of (i) quick and accurate detection of system-
wide attacks compared to the GLR detector [15] by exploiting the
additional evidence provided by the user attributes (see Fig. 2), and
(ii) detection of attack profiles compared to several existing baseline
detectors (see Fig. 1).

3 METHODOLOGY
3.1 Generative Factor Model
We design a probabilistic generative model for observed data that
consists of a sparse rating matrix and mixed data type user at-
tributes. The latent variables are assumed to underlie the observed
variables within a linear framework. Let’s assume we have M
real and N categorical valued attributes for each user. It is con-
venient to model themth real-valued attribute xi,m of user i , where
m ∈ {1, ...,M} and i ∈ {1, ..., I }, as a Gaussian random variable with
the following conditional distribution given user latent variable ui :

p(xi,m |ui ) = N(xi,m |Wmui , Σx ,m ), (1)

whereWm is the weight matrix associated with themth observed
real-valued attribute and Σx ,m is the covariance matrix. The data
is assumed to be centered. Distinctively, the categorical valued
attributes are modeled using the following categorical conditional
distribution:

p(yi,n |ui ) = Cat(yi,n |S(Hnui )), (2)

where Hn is the weight matrix associated with the nth observed
categorical valued variable and S is the softmax function. The
ordinal ratings are modeled as Gaussian due to its simplicity and
extensive use,

p(ri j |ui ,vj ) = N(ri j |uTi vj , c
−1), (3)

where c corresponds to the rating confidence parameter and vj
is the latent variable of item j where j ∈ {1, ..., J }. Combining
the aforementioned conditional distributions of attributes and zero
mean spherical prior distributions of latent variables, we obtain
the following model likelihood for user i and item j , that should be
maximized during model training,

Li j =p(ui )
M∏

m=1
p(xi,m |ui )

N∏
n=1

p(yi,m |ui )

p(vj )p(ri j |ui ,vj ).
(4)

3.2 Inference and Parameter Estimation
Themodel defined in Section 3.1 has latent variablesui for each user
i andvj for each item j , whose distributions are to be inferred. The
model also has the parameter set Θ = {Wm ,Hn , Σx ,m } for each
attributem and n, that should be optimized given the observed data.
Expectation Maximization (EM) is a convenient algorithm to train
latent variable models. However, due to the categorical likelihoods,
exact inference of posterior distributions is not tractable. In order
to solve this problem, a variational inference method is used for
fast and accurate approximation. Following [12, 18] by using the
local variational Bohning bound [6] to the log-sum-exp (lse) term,
categorical log-likelihoods are approximated using the following
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quadratic form:

logp(yi,n |ui ) ≥ yTi,nHmui −
1
2
uTi H

T
mFu,nHmui

+ дTi,nHmui − ei,n .
(5)

Intermediate parameters Fu ,n , дi,n and ei,n in the approximation
are given as

Fu ,n =
1
2
(IMu,n − 1

Mu,n + 1
1Mu,n 1

T
Mu,n

), (6)

дi,n = Fu ,nψi,n − S(ψi,n ), (7)

ei,n =
1
2
ψTi,nFu ,nψi,n − S(ψi,n )Tψi,n + lse(ψi,n ), (8)

whereψi,n is the free variational parameter around which the likeli-
hood is approximated. This parameter is updated asψi,n = Hnmu,i
(wheremu,i is the mean of ui ) until convergence at each iteration
in E-step to form a tight bound. Consequently, the posterior distri-
butions of latent variables are approximated using the Gaussian dis-
tributions q(ui ) = N(ui |mu,i , Σu,i ) and q(vj ) = N(vj |mv, j , Σv, j ).
E-step updates of mean and covariance for user i can be derived as
in [18] as follows:

Σu,i = (λu IK+
N∑
n=1

HT
n Fu ,nHn+

M∑
m=1

WT
mΣ−1x ,mWm+c(E[VOiV

T ]))−1,

(9)

mu,i = Σu,i (c(E[V ]Oiri )+
N∑
n=1

HT
n (yi,n+дi,n )+

M∑
m=1

WT
mΣ−1x ,mxi,m ),

(10)
where the term λu IK comes from the zero mean spherical prior
given for each latent variable.V is the matrix of item latent variables
ordered asV = [v1, ...,v J ].Oi is a diagonal matrix whose elements
are binary indicators of observed ratings for each item and ri is the
observed rating vector of user i . In M-step, model parameters are
updated using the maximum likelihood solutions. Similar to the
factor analysis models [10], the updates are given as follows:

Hn =
[∑

i
Fu

−1
,n (yi,n + дi,n )E[ui ]T

] [∑
i
E[uiuTi ]

]−1
, (11)

Wm =
[∑

i
xi,mE[ui ]T

] [∑
i
E[uiuTi ]

]−1
, (12)

Σx ,m = diag
{ 1
I

∑
i
xi,mxTi,m − xi,mE[ui ]TWT

m

}
, (13)

where E[ui ] =mu,i and E[uiuTi ] = Σu,i +mu,imT
u,i . EM steps are

repeated until convergence of model parameters. After convergence,
the parameter set Θ of the factor model provides a rich latent space
for genuine users which is used in the proposed sequential detection
algorithm.

3.3 Sequential Attack Detection
The factor model consists of latent affinities of the users toward the
items. Since the model is trained using both ratings and attributes
of the users, it groups the users with similar ratings, as well as
similar attributes in the latent space. We leverage this property of
the model to detect anomalies.

Let us assume a new user t is observed with complete attributes
and a sparse rating vector. First, we use the attributes of the new user
to project it to the latent space under the trained model parameters.
This corresponds to inferring the mean of latent variables of that
user given the model parameters and attributes:

mu,t = p(ut |xt,1, ...,xt,m ,yt,1, ...,yt,n ,Θ,q(V )). (14)

This can be easily evaluated since it corresponds to the E-step of
the model and has a closed form expression given in Eq. (10). After
inferringmu,t , we evaluate the likelihood of ratings for each item
as:

p(rt j |ut ,vj ) = N(rt j |mT
u,tmv, j , c

−1). (15)

For a genuine user, it is expected that the rating likelihoods based
on the user profile would be higher than those of an attack user
due to a mismatch between the randomly generated user profile
and the ratings of attack user. Motivated by this assumption, we
evaluate an anomaly score for each user t as follows:

dt =
1

|Ωt |
∑
j ∈Ωt

− logp(rt j |ut ,vj ), (16)

where Ωt is the set of items user t has a rating for. In order to statis-
tically compare dt with the scores for genuine users, we compute
{di } offline for all users in the training set using Eq. (16). In the
online testing for a new user t , the tail probability pt is evaluated by
calculating the fraction of genuine users whose scores are higher
than dt , i.e., pt = 1

I
∑I
i=1 1{di ≥dt } , where 1{·} is the indicator

function. Instead of deciding user t is attacking if pt ≤ α (p-value
approach), where α is a significance level, we apply a sequential test
to make that decision by accumulating an anomaly statistic over
time since the p-value approach, and in general the single-instance
outlier detection techniques, are known to be prone to frequent
false alarms [21]. Specifically, by computing the anomaly statistic
for user t

st = log
α

pt
, (17)

and updating the cumulative anomaly statistic

дt = max{дt−1 + st , 0}, д0 = 0, (18)

we avoid raising an alarm for a non-persistent (nominal) outlier,
and raise an alarm at time

td = min{t : дt ≥ h} (19)

only when persistent outliers result in a sufficiently large cumu-
lative anomaly statistic. The sequential detector proposed in (17)-
(19) is a CUSUM-like test, which is minimax-optimum in terms
of minimizing the average detection delay for a given false alarm
constraint when both the nominal and anomalous distributions
are completely known [2]. After the system-wide alarm is set at
time td , the beginning and end of the attack are determined as the
times tb = max{t < td : дt = 0} and te = min{t > td : дt = 0}
when дt gets its last/first zero value before/after the detection time,
respectively. The malicious users are then detected by examining
the anomaly statistics: identify user t as attacker if st ≥ 0 for
t ∈ (tb , te ).
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4 EXPERIMENTS
4.1 Setup
4.1.1 Dataset. The experiments are performed on the Movielens
100K dataset, which is a popular benchmark dataset in attack de-
tection studies. The dataset includes 943 users and 1682 items and
provides mixed data type attributes for each user and item. The
user attributes that are included in this study are age (real-valued),
occupation (categorical) and gender (categorical). The data sparsity
of the dataset is around 0.94.

4.1.2 Attack. The ratings of the attack users are generated by
mixing three well-studied attack types; random, average and band-
wagon. The mixing is performed randomly at each experiment
with even probabilities. The attack size is selected as 10%, which
corresponds to 94 user profiles. The filler size is selected according
to the overall data density, which is 5%, corresponding to 85 items.
The attributes of attack users are generated as follows: for each
attribute, a random genuine user is selected and her corresponding
attribute is copied. This procedure results in a random but realistic
attribute selection for attack users. To form the sequential attack,
100 genuine users are randomly selected and held out from the
training set. 5 of them are then randomly selected and distributed
to random locations among the attack users. Finally, a sequence of
the remaining genuine users followed by the attack users constitute
the test set, which is called the mixed sequential attack.

4.2 Detection Accuracy
4.2.1 Algorithms. Four baseline algorithms NP [11], PCA [11],
RDMA [9] and UnRAP [7] are selected to assess the detection accu-
racy of the proposed algorithm. For PCA, the mean and standard
deviation of each user are evaluated by imputing the missing values
with 0 following [11], and the number of principal components are
selected as 3. For UnRAP, r is selected as 10 [7].

4.2.2 Metric. ROC curves are evaluated to compare the perfor-
mances. For each experiment, a mixed sequential attack was gen-
erated randomly and true-false positive rates were evaluated for
each algorithm. The results in Figure 1 are obtained by conducting
50 experiments for robust average performance.

4.2.3 Results. Figure 1 demonstrates that the proposed algorithm
has a better ROC curve compared to the baseline algorithms suggest-
ing that the user attributes are utilized as an additional information
source for detecting attacks. The intractability of designing attack
user profiles aligned with the produced ratings, in general, causes a
mismatch between the profile and the ratings, which provides extra
statistical anomaly evidence. The proposed detector can then draw
upon this extra evidence to improve the detection performance
against the compared methods.

4.3 Detection Speed
4.3.1 Algorithms. We compare the proposed detection algorithm
with the GLR detector defined in [15]. In this model, for each item
in the system, the changes on the parameters of the categorical
distributions of ratings are observed and an alarm is set when the
decision statistic of any item exceeds a certain threshold.

0.00 0.05 0.10 0.15 0.20 0.25
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os
iti
ve

 R
at
e

NP
RDMA
UNRAP
PCA
Proposed

Figure 1: Comparison of ROC curves for detection accuracy

0 1 2 3 4
Log False Alarm Period

0

2

4

6

8

10

M
ea

n 
De

te
ct
io
n 
De

la
y

Proposed
GLR

Figure 2: Comparison of the MDD for detection accuracy

4.3.2 Metric. The objective of sequential detectors is to minimize
the mean detection delay (MDD) while controlling the false alarm
rate [2]. Hence, we plot the mean detection delay of algorithms
against the logarithm of their false alarm periods. The decision
threshold (see h in Eq. (19)) is changed to obtain different trade-
offs between the mean detection delay and the false alarm period.
Similarly, 50 experiments are performed to find a robust average
performance.

4.3.3 Results. Figure 2 shows that the proposed algorithm achieves
quicker detection for mixed sequential attack than the GLR detector.
Since the GLR detector uses only the ratings in the system, the
results indicate that the proposed detector is able to exploit the
user attributes as an additional information source to increase its
detection performance.

5 CONCLUSION
We proposed an algorithm that exploits user attributes in a proba-
bilistic model to detect sequential attacks on recommender systems.
We developed a probabilistic generative model to embed mixed-
data type user attributes along with ratings into a low dimensional
latent space by optimizing the model parameters via EM algorithm.
New users are projected into the latent space learned from training
with genuine user attributes and ratings, and an anomaly statistic
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is computed in a sequential framework to detect persistent outliers.
To show the effectiveness of the algorithm, we designed a sequen-
tial attack scenario on a real dataset in which the malicious profiles
are associated with realistic but random attributes. Initial experi-
ments on the popular benchmark Movielens dataset demonstrate
that the proposed algorithm outperforms the baseline algorithms in
both detection accuracy and speed which will be further confirmed
with future extensive experiments with more sophisticated attack
models.
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