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Abstract—In this paper, the discrete-time distributed dynamic state estimation and Linear Quadratic Gaussian (LQG) control problems are analyzed for resource-constrained networked systems. Following a holistic approach we provide a complete system design for the signal processing, communication, and control tasks involved in the problems; and evaluate their performance. In the presence of a controller node and a number of sensor nodes, the sensor nodes, in a resource-efficient way, report their information entities to the controller node using an event-triggered sampling technique called level-crossing sampling. We demonstrate the performance gains due to level-crossing sampling over conventional time-triggered uniform sampling, as well as the advantages of processing data locally before transmitting to the controller. In particular, it is shown that the proposed decentralized schemes with local processing and level-crossing sampling ensure a very close approximation, with a bounded error, to the optimum (centralized) estimation and control schemes, and as a result yield order-2 asymptotic optimality. Moreover, non-ideal communication between sensors and the controller is considered, and optimal modulation techniques are provided for different channel models. Simulation results are provided to support the presented discussions.
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I. INTRODUCTION

With the interplay between signal processing, communications, and control, and the recent advancements in these fields, it is now possible to control dynamic systems remotely via networked control systems (NCS) [1], [2]. In NCS, sensors and controllers are geographically separated and there is a communication system between them to exchange information. They are widely used due to ease of installation, ease of maintenance, system flexibility, low complexity, and low costs [1], [2]. However, traditional signal processing and control techniques do not directly apply to NCS due to strict communication constraints.

In resource-constrained systems, the communication rate should be reduced as much as possible while maintaining a satisfactory system performance such that resources are used in a smart way. Although conventional time-triggered systems have the advantage of ease of design and analysis based on well-established theories, they typically suffer from inefficient use of resources, such as energy and communication bandwidth. As a result, there is an increasing interest in the event-triggered signal processing and control techniques over the past years [3]. For instance, in a networked control system, when the system is at its steady state, periodic sampling and transmission between sensors and the controller wastes bandwidth, energy, and computation resources. On the other hand, in event-triggered systems, actions depend on a set of predefined events, and information transmission takes place only when such events occur, see e.g., [4], [5]. With properly defined events, event-triggered signal processing and control is preferred for networked systems [6], [7].

A main task of a networked system is estimating the system state based on collected measurements over the network. For a linear dynamic system, if the noise terms are Gaussian, the centralized Kalman filter is the optimal state estimator in minimizing the mean squared error [8]. However, if the system is located in a geographically large area, then collecting and processing measurements at a single node is infeasible due to communication constraints. Hence, distributed Kalman filtering has received significant attention in the literature, see e.g., [9] for a review. For a network in which only neighboring nodes are allowed to communicate with each other, the Kalman Consensus Filter (KCF) is proposed in [10] that combines local Kalman filters and a dynamic consensus algorithm for reducing disagreements on state estimates of the local Kalman filters. With the aim of reducing the communication rate in the KCF, event-triggered communication schemes are proposed in [11] and [12]. Furthermore, in [13], an event-based distributed Kalman filter is proposed, where each node decides on sharing its local measurements with the other nodes depending on the level of deviation of the local measurements from the predicted ones. It is also proposed in [14], [15] that at each time a sensor sends a quantized measurement innovation signal, which is the difference between the actual measurement and the predicted measurement by the Kalman filter, to all other sensors, which then update their state estimates based on the broadcasted message.

The presence of a communication system in networked systems brings some challenges such as limited data rate, quantization, and unreliable channels with data losses and communication delays, whose effects on the system performance are extensively studied, see e.g., [16]–[23]. For instance, [16] examines the linear quadratic Gaussian control problem in NCS in the presence of medium access constraints and delays. Delay compensator is used together with a medium access policy. In [17], communication channels have limited data rates. A quantization, coding and control scheme is designed...
to have the smallest possible data rate to achieve stability and desired control performance. Moreover, the tradeoff between linear quadratic cost and the data rate is shown. Authors of [18] considered distributed event-triggered control for NCS in the presence of both data losses and communication delays. Maximum allowable number of successive data dropouts and transmission delay deadlines are predicted locally. In [19], joint effect of delay and quantization on the stability of NCS is examined. The relationship between choosing the quantization parameters and communication delays is shown.

In [20], discrete-time LQG control problem is examined over lossy networks for both observation and control packets. It is argued that if packets are acknowledged at the receivers in a TCP-like network, then separation principle in LQG control holds and the optimal control input is a linear function of the estimated state provided that the arrival rates of packets are above some critical levels. However, if the packets are not acknowledged in a UDP-like network, then the separation principle does not hold and optimal control law is nonlinear in general. In [21], in a TCP-like network, acknowledgment messages are also subject to random data dropouts. In this case, the optimal control law is again nonlinear. It is also shown that with quantization, the separation principle does not hold. In [22], an unreliable channel that randomly erases transmitted data is considered and a threshold-based rule is used as the event-triggering mechanism. Control performance is measured by a linear-quadratic cost for a given event threshold level and the tradeoff between control performance and communication cost is illustrated. Cyber-security is also a concern in NCS. For instance, in [23], random packet losses due to interrupting jamming attacks are considered and conditions for stability of the system are provided.

The event-triggered paradigm is mainly used for nonuniform sampling in the signal processing applications [24]. In conventional uniform sampling, sampling times are periodic and predetermined, in general, according to the highest expected spectral frequency in the signal. Such high-frequency sampling is a waste of energy when the lower-frequency components are dominant in the signal. On the other hand, in event-triggered sampling, sampling times are dynamically determined based on the signal. Specifically, a sample is taken when a predefined event occurs in the signal (e.g., signal amplitude crosses a predetermined level). Consequently, event-triggered sampling encodes the signal in the sampling times, whereas in uniform sampling the signal is encoded in the sample amplitude. In real-time applications, the time-encoding feature of event-triggered sampling results in a significant advantage as the sampling times can be tracked using simple one-bit signaling [25].

In level-crossing sampling, sampling is triggered when the signal amplitude crosses one of the predetermined levels, which are usually uniformly spaced. When the successive crossing of the same level is ignored, the sampling mechanism is called level-crossing sampling with hysteresis [3]. In this paper, we use level-crossing sampling with hysteresis to transmit the local information entities at the sensor nodes to the controller. For simplicity, we drop the term hysteresis throughout the paper.

In this paper, we consider the discrete-time dynamic state estimation and LQG control problems in a resource-constrained networked system. Following a holistic approach we provide a complete decentralized system design for the signal processing, communication, and control tasks in a network of multiple sensor nodes and a controller. The sensor nodes take several noisy observations of the time-varying system states, and after processing observations they transmit their local information to the controller in a resource-efficient way using level-crossing sampling. We show that the proposed decentralized schemes closely approximate the optimum centralized schemes, achieving strong (i.e., order-2) asymptotic optimality under reliable communication channels. We then consider noisy communication channels between sensors and the controller. For different channel models, we derive the optimal modulation techniques. Through simulations, we illustrate the advantages of transmitting a finalized information compared to transmitting raw measurements to the controller, and also the advantages of using level-crossing sampling over conventional time-triggered sampling.

The remainder of the paper is organized as follows. The system model and dynamic state estimation are explained in Section II. Distributed state estimation for resource-constrained networked systems is examined in Section III. Non-ideal communications is considered and corresponding optimal modulation schemes are presented in Section IV. Distributed LQG control problem for resource-constrained networked systems is studied in Section V, which is followed by the numerical results in Section VI. Finally, Section VII concludes the paper. In this paper, we represent vectors and matrices with boldface small and capital letters, respectively, and all vectors are column vectors.

II. SYSTEM DESCRIPTION

A. System Model

Consider a networked control system with $K$ nodes and a controller, as shown in Fig. 1. At each time $t \in \mathbb{N}$ each node $k$ takes $m_k$ noisy measurements of $n$ dynamic states, resulting in a total of $m = \sum_{k=1}^{K} m_k$ measurements systemwide. The controller, gathering some kind of local information from
nodes, applies a control input to the system. Specifically, we assume the following linear state space model

\[ x_{t+1} = Ax_t + Bu_t + v_t \]
\[ z_t^k = C_k x_t + w_t^k, \]

where \( x_t \in \mathbb{R}^n \) is the state vector; \( A \) is the state matrix; \( u_t \in \mathbb{R}^p \) is the input, i.e., control vector; \( B \) is the input matrix; \( v_t \) is the additive white Gaussian system noise with the covariance matrix \( R_1 \); and \( z_t^k \in \mathbb{R}^{m_k} \). \( C_k, w_t^k \) are the observation vector, observation matrix, and the additive white Gaussian noise with the covariance matrix \( R_{2,k} \), respectively, at node \( k \). We further assume that the noise vectors \( v_t \) and \( w_t^k \) are independent, hence we have \( \mathbb{E}[v_t v_t^T] = \delta(t - t') R_1 \), \( \mathbb{E}[w_t^k(\phi')^T] = \delta(t - t') R_{2,k} \), and \( \mathbb{E}[w_t^k v_t^T] = 0 \), \( \forall k, t, t' \), where \( \mathbb{E}[\cdot] \) is the expectation operator, and \( \delta(t) \) is the Dirac delta function at \( t = 0 \).

We assume \( A, B \) and \( \{C_k\} \) are given and satisfy the observability and controllability conditions for our discrete-time linear time-invariant system. In Section III, the input \( u_t \) is assumed to be given, and in Section V, it is designed for LQG control. Instead of transmitting the raw observations \( z_t^k \) from nodes to the controller, leveraging the information form of Kalman filter we propose to transmit local contributions to the optimum estimator \( \hat{x}_t \) (Section III) and the optimum control input \( u_t \) (Section V). Since \( x_t \) and \( u_t \) typically have much smaller dynamic ranges and number of dimensions than \( z_t^k \) (see Fig. 8), the proposed method turns out to be quite advantageous over the traditional methods (see Table I). We also show through simulations that the control input produced by the proposed method is closer to the optimum value than that produced by transmitting \( z_t^k \) (see Fig. 7).

\[
Y_{t|t'} \triangleq P_{t|t'}^{-1}, \quad y_{t|t'} \triangleq P_{t|t'}^{-1} \hat{x}_{t|t'} = Y_{t|t'} \hat{x}_{t|t'}, \]

where \( P_{t|t'} \) and \( \hat{x}_{t|t'} \) are the predicted (for \( t' = t - 1 \)) and updated (for \( t' = t \)) covariance matrix and state estimate in the Kalman filter, respectively. The information matrix and vector are predicted as

\[ Y_{t|t-1} = (I - F_{t-1}) C_{t-1}, \]
\[ y_{t|t-1} = (I - F_{t-1}) A^{-T} y_{t-1|t-1} + \xi_{t-1}, \]

and updated as

\[ Y_{t|t} = Y_{t|t-1} + \sum_{k=1}^{K} C_k^T R_{2,k}^{-1} C_k, \]
\[ y_{t|t} = y_{t|t-1} + \sum_{k=1}^{K} C_k^T R_{2,k}^{-1} z_t^k, \]

where \( G_t \triangleq A^{-T} Y_{t|t-1} A^{-1}, \)
\[ F_t \triangleq G_t \{ G_t + R_1^{-1} \}^{-1}, \]
\[ \xi_{t-1} \triangleq Y_{t|t-1} Bu_{t-1}, \]

and I is the identity matrix [26]. Denote the information contributions from node \( k \) with

\[ \Phi^k \triangleq C_k^T R_{2,k}^{-1} C_k, \]
\[ \phi^k \triangleq C_k^T R_{2,k}^{-1} z_t^k. \]

Then, from (6) and (7) we can write \( Y_{t|t} = Y_{t|t-1} + \Phi \) and \( y_{t|t} = y_{t|t-1} + \phi_t \), where \( \Phi \triangleq \sum_{k=1}^{K} \Phi^k \) and \( \phi_t \triangleq \sum_{k=1}^{K} \phi^k \) are the systemwide information contributions.

In this study, for state estimation, we prefer to use the information filter over the Kalman filter for several reasons. Firstly, the information filter is more convenient for a distributed setting due to its simple update rules, given in (6) and (7). In particular, in the classical distributed implementation of the information filter, each node \( k \) reports its new information contribution \( \phi^k_t \) at each time \( t \) to the controller, which sums them to update the information vector \( y_{t|t-1} \). On the other hand, in the Kalman filter each node \( k \) needs to report its raw observation \( z_t^k \) at each time \( t \), which is processed at the controller before the update, hence causes propagation of quantization/communication errors. Secondly, at each time \( t \), the inverse of an \( n \times n \) matrix is computed to obtain \( F_t \) in the information filter, whereas in the Kalman filter an \( m \times m \) matrix is inverted, where usually \( m \gg n \). However, we note that the structure of the information filter requires the matrices \( A, R_1 \), and \( \{R_{2,k}\} \) to be invertible.

\section{Distributed State Estimation For Resource-Constrained Systems}

In resource-constrained systems with strict energy and bandwidth limitations, e.g., wireless sensor networks, nodes cannot exactly report their information contributions. Specifically, each node \( k \) needs to sample and quantize its information before transmitting it to the controller. Since such a sampling and quantization process induces information loss, which grows with further processing at the controller, we intend to perform the necessary information processing as locally as possible before transmitting the information. To this end, defining the shorthand subscript \( t \triangleq t|t \) we present the following lemma.

\textbf{Lemma 1.} The systemwide optimum state estimate \( \hat{x}_t \) can be written as the sum of local contributions and a term related to the previous-time control inputs, i.e.,

\[ \hat{x}_t = \varphi_t + \sum_{k=1}^{K} \hat{x}^k_t, \]
where \( \varphi \) is the input related term, defined in (23) and (18), and \( \hat{x}_t \) is the local contribution from node \( k \) to \( \hat{x}_t \).

**Proof:** From (5) and (7), we write

\[
y_t = \xi_{t-1} + \Omega_{t-1} y_{t-1} + \sum_{k=1}^{K} \phi_t^k,
\]

where \( \Omega_{t-1} = (I - F_{t-1}) A^{-T} \). (15)

Note that due to (10), \( \xi_{t-1} \) is related to \( u_{t-1} \). We split \( y_t \) into two parts as

\[
y_t = \lambda_{t-1} + \zeta_t
\]

(16)

where \( \lambda_{t-1} \) is equal to the sum of all terms related to the previous-time control inputs and \( \zeta_t \) is the contribution from information entities. We split \( y_{t-1} \) as in (16), and rewrite (14) as follows:

\[
y_t = \xi_{t-1} + \Omega_{t-1} (\lambda_{t-2} + \zeta_{t-1}) + \sum_{k=1}^{K} \phi_t^k
\]

where \( \lambda_{t-1} = 0 \) and \( \zeta_0 = 0 \) are the initial values of these terms, respectively. Furthermore, from (19) we have

\[
\zeta_{t} = \Omega_{t-1} \zeta_{t-1} + \sum_{k=1}^{K} \phi_t^k,
\]

(19)

A. Information Transmission using Level-Crossing Sampling

As a result of Lemma 2, we propose that the nodes transmit \( \{ \hat{x}_t^k \}_{k=1}^K \) to the controller, which sums them and the term related to the previous-time inputs to obtain the optimal state estimate \( \hat{x}_t \). An event-triggered sampling technique, called the level-crossing sampling, can be used to accurately report \( \hat{x}_t^k \) in an energy- and bandwidth-efficient way. The level-crossing sampling procedure is quite simple: Firstly, a set of signal levels is selected to trigger sampling. Here we use a set with uniform spacing \( \Delta \), as shown in Fig. 2. As the signal is observed sequentially, a new sample is taken when the signal crosses a sampling level that is different than the most recently crossed one.

This method is, in fact, known as level-crossing sampling with hysteresis in the literature. In the original level-crossing sampling procedure, a sample is taken every time a sampling level is crossed, even when the same level is crossed consecutively, which makes the procedure even simpler. However, this method does not serve our purpose of reporting the changes in the local information entity (see Fig. 2). For simplicity, here we drop the term hysteresis.

In this adaptive sampling scheme, the sampling times are dynamically determined by the signal, hence random, as opposed to the traditional time-triggered uniform sampling, in which samples are periodically taken in time. In the traditional sampling, the time axis is partitioned uniformly, whereas in the level-crossing sampling, we partition the magnitude axis uniformly, time being the dependent variable.

In particular, node \( k \) samples the \( i \)th entry \( \hat{x}_t^{k,i} \) of \( \hat{x}_t^k \) at the random sampling times \( \{ \tau_{q}^k \}_{q=1}^{K} \) given by

\[
\tau_{q}^k \triangleq \min \{ t \in \mathbb{N} : |\hat{x}_t^{k,i} - \gamma_{q-1}^k \Delta| \geq \Delta \},
\]

(25)

where \( \gamma_{q-1}^k \in \mathbb{N} \) is the sampling level in terms of \( \Delta \) that was most recently crossed. In other words, each node \( k \) runs \( n \)
parallel level-crossing samplers for \( \{ \hat{x}^{k,i}_q \}_{q=1}^n \). Note that the threshold \( \Delta \) in (25) determines the sampling rate. The smaller it is, the more frequently are samples taken in a nonuniform fashion. A small \( \Delta \) may also cause \( \hat{x}^{k,i}_q \) to cross multiple sampling levels at once, i.e., at time \( \tau^{k,i}_q \) the number of crossed sampling levels is given by

\[
\theta^{k,i}_q = \left\lfloor \frac{|\hat{x}^{k,i}_q - \hat{x}^{k,i}_{q-1}|}{\Delta} \right\rfloor \geq 1.
\]

Then, at each sampling time \( \tau^{k,i}_q \) node \( k \) transmits \( \theta^{k,i}_q \) repetitions of the sign bit

\[
\delta^{k,i}_q \triangleq \text{sign}(\hat{x}^{k,i}_q - \hat{x}^{k,i}_{q-1}),
\]

indicating the current sampling level

\[
\gamma^{k,i}_q = \hat{x}^{k,i}_q + \delta^{k,i}_q \theta^{k,i}_q.
\]

Here we use the shorthand notation \( \hat{x}^{k,i}_q \) for the signal level, and \( \gamma^{k,i}_q \) for the sampling level (in terms of \( \Delta \)) at time \( \tau^{k,i}_q \).

The controller, upon receiving \( \delta^{k,i}_q \) (and possible repetitions) at time \( \tau^{k,i}_q \), updates its estimate for \( \hat{x}^{k,i}_t \) by \( \delta^{k,i}_q \theta^{k,i}_q \), i.e.,

\[
\hat{x}^{k,i}_t = \hat{x}^{k,i}_{t-1} + \delta^{k,i}_q \theta^{k,i}_q \Delta, \quad \hat{x}^{k,i}_0 = 0,
\]

where \( \hat{x}^{k,i}_{t-1} \) is the estimate of \( \hat{x}^{k,i}_t \) at the controller node during the time interval \( \tau^{k,i}_q \leq t < \tau^{k,i}_{q+1} \). Since \( \hat{x}_t = \varphi_t + \sum_{k=1}^K \hat{x}^{k,i}_t \), as stated in (13), in fact, the controller updates its estimate for each entry of \( \hat{x}_t \) regardless of which of the nodes transmitting the information bits. We define \( \hat{x}^i_q = [\hat{x}^{1,i}_q, \hat{x}^{2,i}_q, \ldots, \hat{x}^{n,i}_q] \triangleq \sum_{k=1}^K \hat{x}^{k,i}_q \), where \( \hat{x}^{k,i}_q \) is the \( i \)th entry of \( \hat{x}^{k,i}_q \). The controller node, upon receiving the \( q \)th (in the global order) bit \( \delta^i_q \) from node \( k_q \), it performs the following update

\[
\hat{x}^i_q = \hat{x}^i_{q-1} + \delta^i_q \Delta, \quad \hat{x}^i_0 = 0,
\]

and uses \( \hat{x}^i_q \) as the estimate of \( \hat{x}^i_q \) until the next received bit. If multiple bits arrive at the same time, then it processes them in a random order. The proposed procedures at node \( k \) and the controller are summarized in Algorithms 1 and 2, respectively.

---

**Algorithm 1** The proposed procedure at node \( k \)

1: Compute \( \{ Y_t \}_{t \geq 0} \) and \( \{ \Omega_t \}_{t \geq 0} \) as in Fig. 3

2: Initialization: \( t \leftarrow 0, y \leftarrow 0, \gamma_i \leftarrow 0, i = 1, \ldots, n \)

3: while \( t \geq 0 \) do

4: \( t \leftarrow t + 1 \)

5: \( y \leftarrow \Omega_{t-1} y + \varphi_t \)

6: \( \hat{x} \leftarrow Y_t^{-1} y \)

7: if \( |\hat{x}_i - \gamma_i \Delta| \geq \Delta, i = 1, \ldots, n \) then

8: \( \theta_i \leftarrow \frac{|\hat{x}_i - \gamma_i \Delta|}{\Delta} \)

9: Transmit \( \delta_i = \text{sign}(\hat{x}_i - \gamma_i \Delta) \) to the controller (\( \theta_i \) times)

10: \( \gamma_i \leftarrow \gamma_i + \theta_i \)

11: end if

12: end while

**Algorithm 2** The proposed procedure at the controller

1: Compute \( \{ Y_t \}_{t \geq 0} \) and \( \{ \Omega_t \}_{t \geq 0} \) as in Fig. 3

2: Compute \( \{ Y_{t|t-1} \}_{t \geq 1} \) as in (4)

3: Initialization: \( t \leftarrow 0, \hat{x}^i_q \leftarrow 0, i = 1, \ldots, n, \lambda_{t-1} \leftarrow 0 \)

4: while \( t \geq 0 \) do

5: \( t \leftarrow t + 1 \)

6: \( y \leftarrow \Xi_{t-1} y - \xi_{t-1} B u_{t-1} \)

7: \( \lambda_{t-1} \leftarrow \xi_{t-1} + \Omega_{t-1} \lambda_{t-2} \)

8: \( \varphi_t \leftarrow Y_t^{-1} \lambda_{t-1} \)

9: if \( \delta^i_q \) arrives, \( i = 1, \ldots, n \) then

10: \( \hat{x}^i_{q+1} \leftarrow \hat{x}^i_{q+1} + \delta^i_q \Delta \)

11: end if

12: \( \hat{x}_t \leftarrow \varphi_t + \hat{x}^i_q \)

13: end while

Note that lines 7-11 in Algorithm 1, and 9-11 in Algorithm 2 are processed for each entry \( i \) in parallel. In Algorithm 1 and Algorithm 2, the matrices \( Y_t \) and \( \Omega_t \) are iteratively computed offline following the flow chart in Fig. 3.

**B. Performance Analysis**

The optimum state estimate \( \hat{x}_t \), is achievable only under a centralized setup, in which the controller has access to all observations systemwide. In a distributed system with resource constraints, a decentralized state estimate \( \hat{x}_t \) inevitably incurs a nonzero performance gap. Given a specific decentralized scheme, the lower and upper bounds on the difference \( \hat{x}^i_t - \hat{x}^i_0 \) define the 100\% confidence interval for each entry \( \hat{x}^i_t \). We here analyze both the non-asymptotic and asymptotic behaviors of this maximum-level, i.e., deterministic confidence interval, as a measure of performance/reliability for the proposed decentralized scheme based on level-crossing sampling. Specifically, we show that this interval is easily controllable through parameter selection, and remains bounded for all \( \hat{x}^i_t \), i.e., \( \hat{x}^i_t - \hat{x}^i_0 = O(1)^3 \) even if \( |\hat{x}^i_t| \to \infty \), yielding a strong type of asymptotic optimality called order-2.

\(^1O(\cdot)\) is the big-O notation and \( O(1) \) denotes a constant.
This strong type of asymptotic optimality provides a higher performance standard than the conventional order-1 asymptotic optimality, which necessitates the convergence of $\hat{x}_t^k$ to $\tilde{x}_t^k$, i.e., $\frac{\hat{x}_t^k - \tilde{x}_t^k}{\tilde{x}_t^k} = 1 + o(1)^2$ as $|\tilde{x}_t^k| \to \infty$. Note that in order-1 asymptotic optimality, the deterministic confidence interval may become unbounded at a lower rate than $\tilde{x}_t^k$, that is, $\tilde{x}_t^k - \hat{x}_t^k = o(\tilde{x}_t^k)$ as $|\tilde{x}_t^k| \to \infty$. Order-2 asymptotic optimality is used as a benchmark for high performance in resource-constrained distributed systems, e.g., [25], [27]. In the following theorem, we show that the proposed decentralized scheme achieves this high-performance benchmark.

Theorem 1. In the decentralized state estimation scheme based on level-crossing sampling, given in Algorithms 1 and 2, each state estimate $\hat{x}_t^i$ is guaranteed to lie within $K\Delta$ bound of the optimum state estimate $\tilde{x}_t^i$, i.e.,

$$|\hat{x}_t^i - \tilde{x}_t^i| < K\Delta, \forall i, t,$$

where $K$ is the number of nodes, $\Delta$ is the level-crossing sampling threshold, $\hat{x}_t^i$ and $\tilde{x}_t^i$ are the $i$th entries of state estimate vectors at time $t$ in the optimum scheme and the proposed scheme, respectively. As a result, it is order-2 asymptotically optimum, i.e., $\hat{x}_t^i - \tilde{x}_t^i = O(1)$ even if $|\tilde{x}_t^i| \to \infty$.

Proof: Due to the sampling rule in (25) the current signal level $\hat{x}_t^{k,i}$ at each node $k$ is within $\Delta$ bound of the current sampling level $\gamma_q^{k,i} \Delta$, that was most recently crossed. The controller keeps track of the current sampling level $\gamma_q^{k,i}$, given by (28), for each local signal $\hat{x}_t^{k,i}$ as it is informed of each sampling level crossing through $\delta_q^{k,i}$, given by (27). It estimates $\tilde{x}_t^{k,i}$ with $\hat{x}_t^{k,i} = \gamma_q^{k,i} \Delta$, as shown in (29), hence $|\tilde{x}_t^{k,i} - \hat{x}_t^{k,i}| < \Delta, \forall k, i, t$. Let the $i$th entry of the vector $\varphi_t$ be denoted with $\varphi_t^i$. Due to (13), $\hat{x}_t^i = \varphi_t^i + \sum_{k=1}^{K} \tilde{x}_t^{k,i}$ and $\tilde{x}_t^i = \varphi_t^i + \sum_{k=1}^{K} \hat{x}_t^{k,i}$. Hence, we have

$$|\hat{x}_t^i - \tilde{x}_t^i| < \sum_{k=1}^{K} |\tilde{x}_t^{k,i} - \hat{x}_t^{k,i}| < K\Delta, \forall i, t,$$

proving (31). Then, the asymptotic optimality result follows for fixed $K$ and $\Delta$.

Theorem 1 presents a strong result (i.e., the confidence bound $K\Delta$) that holds for any $\tilde{x}_t^i$ value (small/large, non-asymptotic/asymptotic), constituting an important advantage over the conventional scheme based on conventional time-triggered sampling. In particular, in the scheme which uniformly samples and quantizes $\hat{x}_t^{k,i}$, the confidence interval increases with range of $\hat{x}_t^{k,i}$, that is, the larger values $\hat{x}_t^{k,i}$ get, the larger the confidence interval is. Furthermore, in such a scheme with a small number of quantization bits, the confidence interval is, in general, much larger than $K\Delta$.

IV. NON-IDEAL COMMUNICATIONS

Existing works assume there exists a communication system (a pair of transmitter and receiver for some channel model), and analyze the effects of noisy communications in discrete-time. Similarly, we start our discussion with a discrete-time channel model with error probability $p$, e.g., binary erasure channel (BEC) and binary symmetric channel (BSC). In such a model, a transmitted bit $\delta_q^{k,i}$ is received as $\hat{\delta}_q^{k,i}$ at the controller, where $\hat{\delta}_q^{k,i} = \delta_q^{k,i}$ with probability $1 - p$ and $\hat{\delta}_q^{k,i} \neq \delta_q^{k,i}$ (i.e., $\hat{\delta}_q^{k,i} = 0$ for BEC and $\hat{\delta}_q^{k,i} = \delta_q^{k,i}$ for BSC) with probability $p$. When a bit error occurs (i.e., a bit is lost or flipped), the controller performs an erroneous update $\hat{\delta}_q^{k,i} \Delta$ with probability $p$.

If such errors happen infinitely often (i.o.), the discrepancy $|\hat{x}_t^i - \tilde{x}_t^i|$ may grow unboundedly if the system is unstable, i.e., $|\tilde{x}_t^i| \to \infty$. If the system tends to be unstable in time for some reason, it can be stopped and restarted to let the system states return to initial values, e.g., [29]. However, for a stable system, as long as bit error happens at the same rate $p$ for both $\hat{\delta}_q^{k,i} = 1$ and $\hat{\delta}_q^{k,i} = -1$, the stability of the system is preserved as $t \to \infty$, as shown next.

Theorem 2. In a practical system with resource constraints and a nonzero channel error probability $p$, the deterministic confidence interval $\eta$ for the proposed LCS-based state estimate $\hat{x}_t^i$ (i.e., $|\hat{x}_t^i - \tilde{x}_t^i| < \eta$) is unbounded, i.e., $\eta \to \infty$, as $|\tilde{x}_t^i| \to \infty$. Recall from Theorem 1 that for $p = 0$, $\eta = K\Delta, \forall t$. Hence, as opposed to Theorem 1, for $p > 0$, order-2 asymptotic optimality does not hold. However, for a stable system where $|\tilde{x}_t^i| < \infty$ as $t \to \infty$, our estimate is also stable, i.e., $|\hat{x}_t^i| < \infty$, for any $p > 0$.

Proof: From the Borel-Cantelli lemma,

$$P(\text{bit error occurs i.o.}) = 0 \quad \text{if} \quad \sum_{t=1}^{\infty} p < \infty,$$

which does not hold unless $p \to 0$ at a rate at least as fast as $1/t$, that is, $p = O(1/t)$. In the channel coding theorem, $p \to 0$ only if the block length goes to infinity, i.e., the number of bits $\theta_q^{k,i} \to \infty$. Obviously, this is not the case here as the local signal $\hat{x}_t^{k,i}$ has only finite jumps. Moreover, due to the resource constraints, we cannot transmit a large number of bits per sample. As a result, $P(\text{bit error occurs i.o.}) > 0$. If $|\tilde{x}_t^i| \to \infty$, that means either the number of $\Delta$ or $-\Delta$ changes (i.e., the number of $\hat{\delta}_q^{k,i} = 1$ or $\hat{\delta}_q^{k,i} = -1$) goes to infinity faster than the other. In this case one of the bit types is lost infinitely more often than the other, and we cannot deterministically bound the error $|\hat{x}_t^i - \tilde{x}_t^i|$. For a stable system where $|\tilde{x}_t^i| < \infty \forall t$, the number of $\Delta$ and $-\Delta$ changes will go to infinity as $t \to \infty$ at the same rate.
such that the state estimate remains bounded. Hence, even if bit error occurs infinitely often, errors for $\delta_{q,i}^k = 1$ and $\delta_{q,i}^k = -1$ will occur randomly at the same rate $p$, canceling each other, so the error will not accumulate to infinity.

In theory, the order-1 asymptotic optimality is possible, as shown next.

**Theorem 3.** If $\hat{x}_t^i \rightarrow \infty$ at a rate faster than $t$, that is, $\hat{x}_t^i = \omega(t)$, the proposed LCS-based scheme achieves order-1 asymptotic optimality, i.e., $\frac{\hat{x}_t^i}{x_t^i} = 1 + o(1)$ as $|\hat{x}_t^i| \rightarrow \infty$.

**Proof:** This is because $\frac{\hat{x}_t^i}{x_t^i} = 1 + \frac{\hat{x}_t^i - x_t^i}{x_t^i}$, and from Theorem 2, $\hat{x}_t^i - x_t^i$ may become unbounded as fast as $t$, i.e., $\hat{x}_t^i - x_t^i = O(t)$, since there may occur an error of $2\Delta \sum_{k=1}^K \delta_{q,i}^k < \infty$ at each time $t$. Hence, $\frac{\hat{x}_t^i}{x_t^i} = 1 + o(1)$ if $\hat{x}_t^i = \omega(t)$.

However, such an extreme case, where $\hat{x}_t^i \rightarrow \infty$ at a rate faster than $t$, is not of practical interest. In this section we consider improving the non-asymptotic performance by designing practical (continuous-time) communication systems. We first consider the simplest case in which each node $k$ reports each $i$th entry $\tilde{x}_{t,i}^k$ of its local vector $\tilde{x}_t^k$ to the controller through a separate channel that is orthogonal to the other channels in the network, resulting in $Kn$ parallel channels in total. In this model, we identify the optimum modulation techniques under additive white Gaussian noise (AWGN) and fading channels. Then, we propose more bandwidth-efficient models via multiple-access channels.

### A. Parallel Channels for Nodes

1) **AWGN Channels:** Suppose each node $k$ sends the waveforms $a s(t)$ and $b s(t)$ for $\delta_{q,i}^k = 1$ and $\delta_{q,i}^k = -1$, respectively, through an AWGN channel. The controller, applying a matched filter and sampling uniformly, receives the following discrete-time signal

$$r_{t,i}^k = c_{t,i}^k + n_{t,i}^k,$$

where $c_{t,i}^k$ is either $a$ or $b$, and $n_{t,i}^k$ is the (zero-mean) white Gaussian noise with variance $\sigma^2$. Hence, $r_{t,i}^k \sim N(c_{t,i}^k, \sigma^2)$, that is, the mean is $a$, $b$, and 0 for $\delta_{q,i}^k = 1$, $\delta_{q,i}^k = -1$, and no transmission, respectively, and the variance is the same in all cases. To minimize the probability of demodulation error, we should separate $a$, $b$, and 0 as much as we can. Thus, under the peak transmission power constraint $\max(a^2, b^2) \leq P^2$, the antipodal signaling $a = -b = P$ is optimum, as shown in Fig. 4.

2) **Fading Channels:** Under a fading channel model, the controller receives

$$r_{t,i}^k = h_{t,i}^k c_{t,i}^k + n_{t,i}^k,$$

where the channel coefficients $\{h_{t,i}^k\}$, $\forall t, i, k$ are i.i.d. with the distribution $N(\mu, \rho^2)$ for Rician fading ($\mu \neq 0$) and Rayleigh fading ($\mu = 0$). Let us first analyze the Rayleigh fading case. The received signal $r_{t,i}^k$ is zero-mean Gaussian with variance $a^2 \rho^2 + \sigma^2$, $b^2 \rho^2 + \sigma^2$, and $\sigma^2$ for $\delta_{q,i}^k = 1$, $\delta_{q,i}^k = -1$, and no transmission, respectively (see Fig. 5). This time we should separate $a^2$, $b^2$, and 0 to minimize the error probability. Hence, an asymmetric constellation is optimum under Rayleigh fading, as shown in Fig. 5. Under the same peak transmission power constraint, either $a^2$ or $b^2$ should be $P^2$, say $a^2 = P^2$. Then, the choice for $b^2 \in [0, P^2]$ is given by the following theorem.

**Theorem 4.** Consider Rayleigh fading channels between the nodes and the controller [see (33)], a peak power constraint $P^2$, and maximum likelihood (ML) demodulation. Then, the optimum signaling levels, in terms of minimizing the MSE per bit, for transmitting the LCS bits [see (27)] are given by $a_{\text{ray}} = \ldots$
$\pm P$ and

$$b_{\text{ray}} = \arg \min_{b} P(\delta = 1) \left[ 4\Phi \left( \frac{r_1(b)}{\alpha} \right) - 3\Phi \left( \frac{r_2(b)}{\alpha} \right) \right]$$

$$- P(\delta = 0) \phi \left( \frac{r_2(b)}{\sigma} \right)$$

$$+ P(\delta = -1) \left[ -4\Phi \left( \frac{r_1(b)}{\beta(b)} \right) + \Phi \left( \frac{r_2(b)}{\beta(b)} \right) \right],$$

(34)

where $a$ and $b$ are interchangeable; $\Phi(\cdot)$ is the cumulative distribution function (cdf) of the standard Gaussian distribution; $P(\delta = 1)$, $P(\delta = -1)$, $P(\delta = 0)$ are a node’s probabilities of transmitting $+1$, $-1$, and nothing, respectively; $\alpha = \sqrt{\sigma^2 + \Delta^2}$ and $\beta(b) = b^2 \rho^2 + \sigma^2$ are the standard deviations of the signal received by the controller [see (33)] when $+1$ and $-1$ are transmitted, respectively, and

$$r_1(b) = \alpha \beta(b) \sqrt{\frac{2\log(\alpha/\beta(b))}{\alpha^2 - \beta(b)^2}},$$

$$r_2(b) = \beta(b) \sigma \sqrt{\frac{2\log(\beta(b)/\sigma)}{\beta(b)^2 - \sigma^2}}$$

are the decision boundary values for the received signal for ML demodulation (see Fig. 5).

**Proof:** From (30), the MSE per bit is given by

$$E[(\delta - \hat{\delta})^2 | b] =$$

$$(2\Delta)^2 P(r_2(b) \leq |r| \leq r_1(b) \mid \delta = 1) P(\delta = 1)$$

$$+ \Delta^2 P(-r_2(b) \leq r \leq r_2(b) \mid \delta = 1) P(\delta = 1)$$

$$+ \Delta^2 P(r_2(b) \leq |r| \leq r_1(b) \mid \delta = 0) P(\delta = 0)$$

$$+ \Delta^2 P(|r| \geq r_1(b) \mid \delta = 0) P(\delta = 0)$$

$$+ \Delta^2 P(-r_2(b) \leq r \leq r_2(b) \mid \delta = 1) P(\delta = 1)$$

for $\delta \in \{-1, 0, 1\}$ is the received bit through the Rayleigh fading channel. Above we don’t show the indices for node, dimension, and time since we assume i.i.d. channels. As shown in Fig. 5, the MSE per bit can be written as

$$E[(\delta - \hat{\delta})^2 | b] =$$

$$(2\Delta)^2 P(r_2(b) \leq |r| \leq r_1(b) \mid \delta = 1) P(\delta = 1)$$

$$+ \Delta^2 P(-r_2(b) \leq r \leq r_2(b) \mid \delta = 1) P(\delta = 1)$$

$$+ \Delta^2 P(r_2(b) \leq |r| \leq r_1(b) \mid \delta = 0) P(\delta = 0)$$

$$+ \Delta^2 P(|r| \geq r_1(b) \mid \delta = 0) P(\delta = 0)$$

$$+ \Delta^2 P(-r_2(b) \leq r \leq r_2(b) \mid \delta = 1) P(\delta = 1)$$

$$+ (2\Delta)^2 P(|r| \geq r_1(b) \mid \delta = 1) P(\delta = 1).$$

After some manipulations, it is straightforward to show that

$$E[(\delta - \hat{\delta})^2 | b] =$$

$$2\Delta^2 \left\{ P(\delta = 1) \left[ 4\Phi \left( \frac{r_1(b)}{\alpha} \right) - 3\Phi \left( \frac{r_2(b)}{\alpha} \right) - \frac{1}{2} \right]$$

$$+ P(\delta = 0) \left[ 1 - \Phi \left( \frac{r_2(b)}{\sigma} \right) \right]$$

$$+ P(\delta = -1) \left[ \frac{7}{2} - 4\Phi \left( \frac{r_1(b)}{\beta(b)} \right) + \Phi \left( \frac{r_2(b)}{\beta(b)} \right) \right] \right\},$$

(38)

minimizing which over $b$ is equivalent to minimizing (34). The decision boundaries $r_1(b)$ and $r_2(b)$ are the intersection points at which the zero-mean Gaussian pdf with variance $\beta(b)^2$ coincides with the zero-mean Gaussian pdfs with variances $\alpha^2$ and $\sigma^2$, respectively. Equating the pdf expressions at the same point, for instance for $r_1(b)$,

$$e^{-r_1(b)^2/2\alpha^2} = e^{-r_1(b)^2/2\beta(b)^2}$$

we get the closed-form solutions given in (35).

Fig. 6 shows the optimum signaling level $b$ for different transmission probabilities according to MSE per bit as in Theorem 4, and also mean absolute error (MAE) per bit $E[|\hat{\delta} - \delta|]$. For the MAE criterion, following the proof of Theorem 4 we can show that the optimum signaling levels
are given by $a_{xy} = \pm P$ and
\[
b_{xy} = \arg \min_{\beta} \mathbb{P}(\delta = 1) \left[ 2\Phi \left( \frac{r_1(b)}{\alpha} \right) - \Phi \left( \frac{r_2(b)}{\alpha} \right) \right] - \mathbb{P}(\delta = 0) \Phi \left( \frac{r_2(b)}{\sigma} \right) + \mathbb{P}(\delta = -1) \left[ -2\Phi \left( \frac{r_1(b)}{\beta(b)} \right) + \Phi \left( \frac{r_2(b)}{\beta(b)} \right) \right].
\] (39)

In Fig. 6, it is seen that as the probability $\mathbb{P}(\delta = 1)$ of transmitting the level $a$ increases from 0 to 1, the optimum level for $b$, as expected, transitions from 5, which is the same as $a$, to 0, which corresponds to no transmission. In the MAE case, the transition takes place later, and the transition region is wider because the penalty for flipping a bit in this case is milder (2 times the penalty for losing a bit) than that in the MSE case (4 times the penalty for losing a bit).

Note that the transmission probabilities are determined by the sampling threshold $\Delta$, as well as the signal to be sampled $\hat{x}^k_i$. In particular, larger $\Delta$ causes smaller $\mathbb{P}(\delta = 1)$ and $\mathbb{P}(\delta = -1)$, and thus larger no transmission probability. In practice, by setting $\Delta$ accordingly, we tend to attain moderate transmission rates (e.g., 1 bit per dimension per unit time), which correspond to the transition regions in Fig. 6, hence no information loss due to the identical signaling levels.

It might make more sense to minimize the cumulative MSE $\mathbb{E}[\|\hat{x}_t - \hat{x}_t\|^2]$ instead of the MSE per bit. In this case, the optimum $b$ value that minimizes the cumulative MSE can be numerically found through offline simulations.

Since Rician fading includes AWGN and Rayleigh fading as extreme cases with $\rho^2 = 0$ and $\mu^2 = 0$, respectively, the optimum signaling scheme under Rician fading is a function of $\mu^2$ and $\rho^2$.

Recall from (26) that node $k$ transmits $\theta^k_i$ repetitions of the sign bit $\delta^k_i$, where $\theta^k_i$ denotes the number of level crossings. Instead of transmitting $\theta^k_i$ times, one may choose to encode $\theta^k_i$ in time or frequency or amplitude based on available resources. Specifically, assuming $\theta^k_i < M$, for all $i, k$ and for some $M > 0$, which easily holds in practice, one can uniformly partition the available time/frequency/amplitude interval into $M$ subintervals, and transmit $\delta^k_i$ in the $\theta^k_i$th subinterval. Such an encoding enjoys a single transmission, hence higher resource efficiency, whereas multiple transmissions (i.e., $\theta^k_i$ repetitions of $\delta^k_i$) provide robustness against the demodulation errors. Note that encoding $\theta^k_i$ in energy levels (i.e., pulse-amplitude modulation) works well only under AWGN channels, but not fading channels due to the multiplicative noise. We next discuss using multiple-access channels.

### B. Multiple-Access Channels

Since a received bit at the controller, regardless of its source node, causes the same update ($\Delta$ or $-\Delta$), nodes can synchronously transmit in multiple-access channels in a more bandwidth-efficient way than the previous setup with $Kn$ parallel channels.

Under fading channels with asymmetric signaling, same polarity bits that correspond to the same state estimate, i.e., $\{\delta^k_i = j\}_{k,q}$, $i = 1, \ldots, n$, $j = \pm 1$, can be transmitted in the same multiple-access channel, resulting in $2n$ parallel channels. Then, the controller receives

\[
r^{ij}_t = c_j \sum_{k=1}^{K^t_{ij}} \hat{h}_{k,ij}^t + n^{ij}_t,
\] (40)

where $K^t_{ij}$ is the number of nodes transmitting bits at time $t$ regarding the state estimate $i$ with polarity $j$, and the asymmetric transmission levels $c_{+1} = a$ and $c_{-1} = b$.

The update information carried by $r^{ij}_t$ for $\hat{x}^t_i$ is $K^t_{ij} \Delta$, and $K^t_{ij}$ is unknown. Hence, the controller needs to estimate $K^t_{ij}$ from $r^{ij}_t$. Defining the effective channel coefficient $h^{ij}_t \triangleq \sum_{k=1}^{K^t_{ij}} h_{k,ij}^t$, we have $h^{ij}_t \sim \mathcal{N}(K^t_{ij} \mu, K^t_{ij} \rho^2)$ and thus $r^{ij}_t \sim \mathcal{N}(c_i K^t_{ij} \mu, c_i^2 K^t_{ij} \rho^2 + \sigma^2)$. As a result, using the maximum likelihood (ML) criterion the controller can estimate $K^t_{ij}$ as

\[
K^t_{ij} = \arg \min_{K^t_{ij} \in \{0, 1, \ldots, K^t\}} \left( r^{ij}_t - c_j K^t_{ij} \mu \right)^2 + \log(c_j^2 K^t_{ij} \rho^2 + \sigma^2),
\] (41)

and update $\hat{x}^t_i$ with $K^t_{ij} \Delta$. [cf. (30)].

The optimum total update for $\hat{x}^t_i$ at time $t$ is $(K^t_{ij} = K^t_{ij} - 1) \Delta$ and estimated at the controller as $(K^t_{ij} = K^t_{ij} - 1) \Delta$. Note that in symmetric signaling (i.e., $b = -a$), we can transmit all bits regarding the same input, that is, $\{\delta^k_i\}_{k,q}$ in a single multiple-access channel without losing the necessary and sufficient information $K^t_{ij} \triangleq K^t_{ij} + 1 - K^t_{ij}$. In other words, we can combine different polarity channels regarding the same input, resulting in $n$ parallel channels, decreasing the number of required parallel channels from $2n$ (in the asymmetric case) to $n$. Specifically, the signal received by the controller at time $t$ for $\hat{x}^t_i$ is given by

\[
r^t_i = a \left( \sum_{k=1}^{K^t_{i,ij} = 1} h_{k,ij}^t - \sum_{k=1}^{K^t_{i,ij} = -1} h_{k,ij}^t \right) + n^{ij}_t.
\] (42)

Defining the effective channel coefficient $h^t_i \triangleq \sum_{k=1}^{K^t_{i,ij} = 1} h_{k,ij}^t - \sum_{k=1}^{K^t_{i,ij} = -1} h_{k,ij}^t$, we see that $h^t_i \sim \mathcal{N}(K^t_i \mu, K^t_i \rho^2)$ and thus $r^t_i \sim \mathcal{N}(a K^t_i \mu, a^2 K^t_i \rho^2 + \sigma^2)$. Similar to (41), the controller finds the ML estimator as

\[
\hat{K}^t_i = \arg \min_{K^t_i \in \{0, 1, \ldots, K\}} (r^t_i - a K^t_i)^2 + \log(a^2 K^t_i \rho^2 + \sigma^2),
\] (43)

and updates $\hat{x}^t_i$ with $\hat{K}^t_i \Delta$. Note that in (43), $K^t_i \in \{K, 0, \ldots, K\}$, whereas in (41) $K^t_{ij} \in \{0, 1, \ldots, K\}$.

Similarly, under AWGN channels with symmetric signaling, we can transmit all the bits regarding the same input in a single multiple-access channel. In this simpler case, the controller receives

\[
r^t_i = a K^t_i + n^t_i,
\] (44)

which is clearly distributed according to $\mathcal{N}(a K^t_i, \sigma^2)$. Hence, the ML estimator is given by

\[
\hat{K}^t_i = \arg \min_{K^t_i \in \{0, 1, \ldots, K\}} \left( r^t_i - a K^t_i \right)^2 = \arg \min_{K^t_i \in \{0, 1, \ldots, K\}} \left| K^t_i - r^t_i/a \right|.
\] (45)
That is, $\hat{K}^i_t$ is the closest $K^i_t \in \{-K,\ldots,K\}$ to $\hat{x}^i_t$, which we can write as
\begin{equation}
\hat{K}^i_t = \min \left( \max \left( \text{round} \left( \frac{\hat{x}^i_t}{a} \right), -K \right), K \right).
\end{equation}

It is clearly seen that synchronous communication over multiple-access channels provides significant bandwidth savings ($n$ or $2n$ vs. $Kn$ parallel channels). The number of level crossings $\theta^k_t$ can be reported to the controller by again either multiple transmissions or encoding in time/frequency/energy, as discussed in Section IV-A.

V. DISTRIBUTED LQG CONTROL FOR RESOURCE-CONSTRAINED SYSTEMS

As a practical application of the proposed distributed state estimation method in networked control systems, we consider the finite-horizon linear quadratic Gaussian (LQG) control problem in which the following quadratic cost function $J_N$ is minimized,
\begin{equation}
J_N \triangleq \mathbb{E} \left[ x_N^T Q_0 x_N + \sum_{t=0}^{N-1} x_t^T Q_1 x_t + u_t^T Q_2 u_t \right],
\end{equation}
where $Q_0$, $Q_1$, and $Q_2$ are symmetric and positive semidefinite matrices of appropriate dimensions. Our objective is to find the optimal control strategy $\{u_t\}$ that minimizes the cost function $J_N$ above.

Due to the separation principle [30, page 157] in the optimal LQG control (cf. Remark 1 at the end of this section), we first obtain the optimum state estimate $\hat{x}_t$, and then the optimum control vector
\begin{equation}
u_t = -L_t \hat{x}_t,
\end{equation}
where $L_t$ is the optimum feedback gain matrix
\begin{equation}
L_t = (B^T S_{t+1} B + Q_2)^{-1} B^T S_{t+1} A,
\end{equation}
and $S_t$ is given by the recursive equation
\begin{equation}
S_t = A^T S_{t+1} A - A^T S_{t+1} B L_t + Q_1
\end{equation}
for $t = N - 1, \ldots, 1$ with the initial value $S_N = Q_0$. Note that both the matrix $S_t$ and the cost matrices $Q_0, Q_1, Q_2, L_t$ can be computed off-line. Hence, in the optimal LQG control only the state estimate $\hat{x}_t$ is computed online.

**Lemma 2.** The systemwide optimum control input $u_t$ can be written as the sum of local contributions as follows
\begin{equation}
u_t = \sum_{k=1}^{K} u^k_t,
\end{equation}
where $u^k_t$ is the local contribution from node $k$, given by
\begin{equation}
u^k_t = -L_t \left( Y^{-1}_t \sum_{s=1}^{t-1} \Psi_s^{-1} Y_s A^{-1} B u_s^k + \hat{x}_t^k \right).
\end{equation}

**Proof:** Using (13), (23) and (48), we can write
\begin{align*}
u_t &= -L_t \left( \varphi_t + \sum_{k=1}^{K} \bar{x}_t^k \right) \\
&= -L_t \left( Y^{-1}_t \lambda_{t-1} + \sum_{k=1}^{K} \hat{x}_t^k \right).
\end{align*}
The update rules for $\lambda_t$ and $\zeta_t$, given by (18) and (19), respectively, share the same structure. Thus, similar to (20), we can show that
\begin{equation}
\lambda_t = \sum_{s=1}^{t} \Psi_{s+1}^t \xi_s
\end{equation}
where from (10), (4), (8) and the definition of $\Omega_t$ in (15), we have
\begin{equation}
\xi_t = \Omega_t Y_t A^{-1} B u_t.
\end{equation}
Combining (52), (53) and (54) we get
\begin{equation}
u_t = -L_t \left( Y_t^{-1} \sum_{s=1}^{t-1} \Psi_s^{-1} Y_s A^{-1} B u_s + \sum_{k=1}^{K} \hat{x}_t^k \right)
\end{equation}
Note that $u_1 = \sum_{k=1}^{K} -L_t \hat{x}_t^k$, and as a result, for all $t$, $u_t$ is a function of $\{\sum_{k=1}^{K} \hat{x}_t^k\}_{t \geq 1}$ and globally known matrices. Hence, (55) can be rewritten as
\begin{equation}
u_t = \sum_{k=1}^{K} -L_t \left( Y_t^{-1} \sum_{s=1}^{t-1} \Psi_s^{-1} Y_s A^{-1} B u_s^k + \hat{x}_t^k \right) = \sum_{k=1}^{K} u_t^k.
\end{equation}

Note that each node can compute the matrix $L_t$ using (49) and (50), as well as $Y_t, \Psi_t, A, B$. Hence, we propose that each node $k$ computes $u^k_t$ as in (51), and reports it to the controller node using level-crossing sampling, as described in Section III-A for $\hat{x}_t^k$. In particular, each node $k$ runs $p$ parallel level-crossing samplers for $\{u^k_t, \bar{u}^k_t\}_{t=1}^{\infty}$, where $u^k_t$ is the $i$-th entry of $u^k_t$. Let $\tilde{u}^k_t$ denote the approximation of $\bar{u}^k_t$ at the controller node during the time interval $\sum_{i=1}^{K} \tilde{u}^k_i \leq t < \sum_{i=1}^{K} \tilde{u}^k_{i+1}$. Then, the controller computes the input vector $\hat{u}_t = [\tilde{u}_t^1, \ldots, \tilde{u}_t^p]^T$, where $\tilde{u}_t^k = \sum_{i=1}^{K} \bar{u}^k_i$, and applies it to the system.

**Corollary 1.** For each input $u^i_t$, under ideal communications, the performance gap between the proposed decentralized scheme and optimum centralized scheme is deterministically bounded, i.e.,
\begin{equation}
|u^i_t - \bar{u}^i_t| < K\Delta, \forall i, t,
\end{equation}
and yields order-2 asymptotic optimality, i.e., $u^i_t - \bar{u}^i_t = O(1)$ even if $|u^i_t| \to \infty$.

Proof of (56) is similar to the proof of Theorem 1. Moreover, since in a large system, in general, $p \ll n$, this marks another advantage of reporting $u^i_t$ instead of $\bar{u}^i_t$ (or $\psi^i_t$ or $\bar{x}^i_t$) in the distributed LQG control.

Following a similar discussion to Theorem 2, it can be shown that as $|u^i_t| \to \infty$ the confidence interval $[u^i_t - \bar{u}^i_t]$ is
unbounded under non-ideal communication channels, hence order-2 asymptotic optimality is not satisfied. However, for a practical scenario where \( |u^t_i| < \infty \) as \( t \to \infty \), we also have \( |\tilde{u}^t_i| < \infty \) for any \( p > 0 \). Similar to the arguments given in Theorem 3, order-1 asymptotic optimality is possible, i.e., \( \tilde{u}^t_i = 1 + o(1) \) as \( |u^t_i| \to \infty \), if \( u^t_i \to \infty \) at a rate faster than \( t \), that is, \( u^t_i = \omega(t) \). Since this condition is practically infeasible, the modulation techniques presented in Section IV can be used to improve the non-asymptotic performance.

Remark 1: Our discussion and results in this section are based on the separation principle and system stability, which are not guaranteed to hold in general, especially under noisy communication channels. In particular, they require some special conditions, e.g., a minimum level of data rate and a maximum level of communication delay, as discussed in Introduction in more detail. Hence, the performance shown in Corollary 1 is valid only if such conditions are satisfied.

Remark 2: Together with Theorem 2, the results presented in Corollary 1 and the following discussions show that the proposed entire solution (i.e., decentralized state estimator and LQG control scheme) is bounded-input bounded-output (BIBO) stable even under noisy channels as long as the optimum centralized solution is BIBO stable.

VI. Numerical Results

In this section, we illustrate the advantages of the proposed schemes based on level-crossing sampling (LCS) through numerical results considering a practical electrical power grid. In particular, we examine the performance of the distributed LQG control scheme presented in Section V since it is a practical application that includes both state estimation and control. Throughout this section we use the IEEE 57-bus data in MATPOWER [31] with \( n = 57 \) state variables, \( m = 80 \) measurements, \( p = 7 \) control inputs, and \( Q_0, Q_1, Q_2, R_1, R_2, Q_{2,k} \) equal to the identity matrices of appropriate sizes. In Fig. 7, in a system consisting of four nodes (i.e., \( K = 4 \)), in terms of mean squared error (MSE), given by \( E[|u^t_i - \tilde{u}^t_i|^2] = \sum_{k=1}^{p} E[(u^t_i - \tilde{u}^t_i)^2] \), we compare the proposed scheme with the conventional schemes that report \( z^k_i, \phi^k_i, u^k_i \) via uniform sampling (US) and quantization.

In the literature, it is conventional that each node \( k \) transmits the raw measurement \( z^k_i \) or the information vector \( \phi^k_i \), and the control center computes the Kalman filter or the information filter, respectively. In that sense, a scheme that transmits the local control vector \( u^k_i \) based on (51) is not conventional. It is conventional in terms of transmission method if it uses uniform sampling and quantization. For fair comparison, in the proposed scheme, each node \( k \) transmits \( z^n_i \) per dimension. In the other schemes based on uniform sampling at each time a single quantization bit is transmitted per dimension.

A. MSE vs. Time

As shown in the top figure in Fig. 7, the “fully” conventional scheme that transmits \( \phi^k_i \) via uniform sampling suffers a huge performance gap due to the insufficient one-bit representations of the wide range of \( \phi^k_i \) values (see Fig. 8). We see in Fig. 7 that the scheme that transmits \( z^k_i \) via uniform sampling, on the contrary, attains an acceptable performance. Since the range of \( z^k_i \) values is much smaller than that of \( \phi^k_i \) (see Fig. 8), the approximate \( \phi^k_i \) that is obtained from the recovered \( \tilde{z}^k_i \) yields a better result than the quantized and recovered \( \phi^k_i \). Note that the number of dimensions in \( \phi^k_i \) and \( z^k_i \) are \( n = 57 \) and \( m = 80 \), respectively. In other words, in the schemes US-\( \phi \) and US-\( z \), at each time 57 and 80 bits are transmitted systemwide, respectively, whereas only \( p = 7 \) bits are transmitted at each time in the scheme US-\( u \) and the proposed scheme LCS-\( u \) (on average). We allow this unfairness in Fig. 7 because LCS-\( u \) still perform better than US-\( \phi \) and US-\( z \).

Among the schemes that transmit the local control vector \( u^k_i \), which is the final information entity in the system, we observe in the bottom figure in Fig. 7 that the proposed scheme based on level-crossing sampling outperforms the “half” conventional scheme based on uniform sampling. It is “half” conventional because it unconventionally transmits \( u^k_i \), as we propose in (52). Quantization threshold of each \( u^k_i \) is set to zero, and the two quantization levels are set as the means of the positive \( (u^k_i > 0) \) and negative \( (u^k_i < 0) \) values, that are estimated offline. The fluctuations in the conventional schemes are due to the coarse (one-bit) quantization. It is seen in the bottom figure in Fig. 7 that the performance improves

![Fig. 7. Mean squared error vs. time for the proposed scheme based on level-crossing sampling (LCS) and the conventional schemes that transmit \( z^k_i, \phi^k_i, u^k_i \) via uniform sampling (US) and quantization.](image-url)
of nodes. Considering this case as a resource (communication and energy) constraint on the system we use the name “US-u node” to differentiate between the resource usages of the control schemes.

The scheme that transmits $u_k^i$ using uniform sampling, more resources are used as the number of nodes increases. Specifically, each node $k$ transmits 1 bit per dimension $i$ of $u_k^i : i = 1, \ldots, p$ per unit time, resulting in $Kp$ bits per unit time systemwide. Since this corresponds to a resource constraint on the nodes, we use the name “US-u node” to express its resource usage. Despite the increase in resource consumption, its MSE performance stays nearly constant with the increasing node diversity, as shown in Fig. 9. At first glance this may look counterintuitive as $K$ represents the number of information sources. However, in this case, larger $K$ does not mean more information, but means more distributed (or decentralized) information. Specifically, larger $K$ means more local signals $u_k^i$ to report to the controller, hence more quantization losses unless the range of $u_k^i$ shrinks as fast as $1/K$. Apparently, for smaller $K$ values, the range of $u_k^i$ shrinks slower than $1/K$.

We next compare the proposed scheme that transmits $u_k^i$ using level-crossing sampling with the conventional schemes “US-z system” and “US-u node” under the same system and node resource constraints, respectively. Under the system constraints, in which 80 bits are transmitted systemwide per unit time, the performance of “LCS-u system” deteriorates as the number of nodes increases due to the decentralization of the systemwide optimum control vector $u$. However, as seen in Fig. 9, it still significantly outperforms “US-z system” even in the most decentralized case with 80 nodes (i.e., one measurement per node). Under the resource constraints on each node, in which each node on average transmits 1 bit per dimension per unit time, the performance of the proposed scheme “LCS-u node” improves with the increasing node diversity, as opposed its counterpart “US-u node” (see Fig. 9). This is because as $K$ increases each local control input $u_k^i$ gets smaller values, and as a result we decrease the sampling threshold $\Delta$ to ensure 1 bit is transmitted on average for each $u_k^i$ per unit time. Note that the performances of “LCS-u system” and “LCS-u node” coincide at around $K = 11$ as expected since the resource consumption becomes the same (i.e., 80 bits systemwide per unit time) for both.

### B. MSE vs. Number of Nodes

We next discuss the effect of node diversity on the cumulative MSE performance $\sum_{t=0}^{100} E[\|u_t - \tilde{u}_t\|_2^2]$ for the proposed scheme and its counterparts based on uniform sampling. As shown in Fig. 9, the performance of the conventional scheme that transmits $\tilde{x}_k^i$ via uniform sampling is not affected by the increasing number of nodes since the number of transmitted measurements is constant ($m = 80$ in this case) regardless of the number of nodes. For the controller, it does not matter who sends the measurements as long as the measurements are the same regardless of the number and identity of the senders. Hence, in this case, the number of bits transmitted systemwide per unit time, which is 80, does not change with the number of nodes. Considering this case as a resource (communication and energy) constraint on the system we use the name “US-z system” and node resource constraints.

### C. Discussions

According to (56), under ideal communication channels, it is certain (not probabilistic) that the optimum control input $u_t^i$ lies in the confidence interval $(\hat{u}_t^i - K\Delta, \hat{u}_t^i + K\Delta)$, which shrinks with small $\Delta$. Accordingly, in selecting the $\Delta$ value, there is a trade-off between performance and resource-efficiency. Specifically, small $\Delta$ improves the performance, as stated in (56), but at the same time results in more frequent transmissions [see e.g., (25) and (26) in the case of state estimation], consuming more energy and bandwidth. Hence, $\Delta$ should be selected to strike a desired balance between the performance and resource efficiency.

Considering the LQG cost, given in (47), as the performance measure for the control system, the expected tradeoff between the control performance and the resource efficiency, based on...
the selection of the sampling threshold $\Delta$, is illustrated in Fig. 10. In the figure, the average number of transmitted bits is given per unit time per node per dimension. For different $\Delta$ levels, $J_{[100]}$, given by (47), is calculated for the proposed decentralized scheme, and denoted by $J_{[100]}^{\text{DC}}$. The additional cost in $J_{[100]}^{\text{DC}}$ with respect to the optimum centralized scheme, denoted by $J_{[100]}^{\text{opt}}$, in which all information is fully available to the controller (i.e., $\Delta \to 0$), is shown by $J_{[100]}^{\text{DC}} - J_{[100]}^{\text{opt}}$ in the figure.

![Tradeoff between the control performance and resource usage.](image)

Fig. 10. Tradeoff between the control performance and resource usage. Control performance of the proposed scheme is represented by the additional cost $J_{[100]}^{\text{DC}} - J_{[100]}^{\text{opt}}$ incurred due to decentralization at time 100 [see (47)]. Resource usage is denoted by the average number of bits transmitted by each node per dimension per unit time.

In addition to $\Delta$, the smoothness of $u_{t}^{k,i}$ determines the transmission frequency. In particular, big jumps in $u_{t}^{k,i}$ may lead to frequent sampling and/or large number of transmissions per sample, hence more resource consumption. Fortunately, $u_{t}^{k,i}$, being a control input applied to the system, is much smoother than the observation $z_{t}^{k,i}$, the information entity $\phi_{t}^{k,i}$, and the state estimate $\hat{x}_{t}^{k,i}$, as shown in Fig. 8. The advantages of reporting $u_{t}^{k}$ in the distributed LQG control instead of some earlier products in local processing, such as $z_{t}^{k}$, $\phi_{t}^{k}$, and $\hat{x}_{t}^{k}$, are summarized in Table I.

Finally, the effect of nonzero error probability, $p$, in terms of the additional LQG cost $J_{[100]}^{\text{DC}} - J_{[100]}^{\text{opt}}$, where $J_{[100]}$ and $J_{[100]}^{\text{opt}}$ are the costs at time 100 [see (47)] for the proposed decentralized scheme under reliable and unreliable channels, respectively, is illustrated in Fig. 11. As expected, as the error probability $p$ increases, the additional cost increases as well, i.e., the control performance degrades. Moreover, under BSC, the control performance degrades more compared to the BEC case since an incorrect update on the information entities is more destructive on the system performance compared to the no-update case (i.e., $\pm 2\Delta$ error vs. $\pm \Delta$ error).

![Additional LQG cost vs. probability of error for BEC and BSC. The sampling threshold $\Delta$ is taken as 0.01.](image)

Fig. 11. Additional LQG cost vs. probability of error for BEC and BSC. The sampling threshold $\Delta$ is taken as 0.01.

VII. CONCLUSIONS

In this paper, the distributed dynamic state estimation and LQG control problems have been analyzed for a networked control system using an event-triggered sampling scheme called level-crossing sampling. The advantages of processing the information locally and sampling it with level-crossing sampling have been shown through theoretical analysis and simulations. Particularly, it has been shown that the information loss in the proposed decentralized schemes has a deterministic upper bound, and thus yields an order-2 asymptotic optimality under reliable communication channels. Furthermore, in transmitting information from sensors to the controller, noisy channels have been considered and corresponding optimal modulation techniques have been proposed to improve non-asymptotic performance of the proposed schemes.

<table>
<thead>
<tr>
<th>Performance</th>
<th>• minimizes the processing of lossy information at the controller (see (56) and Fig. 7)</th>
</tr>
</thead>
</table>
| Resource-efficiency (Energy & Bandwidth) | • smaller number of parallel samplers, and thus transmissions per node (e.g., $p = 7 \ll n = 57$ and $m = 80$ in IEEE 57-bus)  
• smoother signal with smaller jumps, hence smaller number of transmissions per sample (see Fig. 8 and (26)) |

### Table I

**Advantages of reporting $u_{t}^{k}$ instead of $z_{t}^{k}$, $\phi_{t}^{k}$, $\hat{x}_{t}^{k}$, given by (1), (12), (22), respectively.**
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