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PROOF OF THEOREM 1

Consider a hypersphere St ∈ Rd centered at xnt with radius
Lnt , the kNN distance of xnt with respect to the training set
XnM2

. The maximum likelihood estimate for the probability
of a point being inside St under f0 is given by k/M2. It is
known that, as the total number of points grow, this binomial
probability estimate converges to the true probability mass in
St in the mean square sense [1], i.e.,

k/M2
L2

→
∫
St
f0(x) dx

as M2 →∞. Hence, the probability density estimate

f̂0(x
n
t ) =

k/M2

Vd(Lnt )
d
,

where Vd(Lnt )
d is the volume of St, converges to the actual

probability density function, f̂0(xnt )
p→ f0(x

n
t ) as M2 → ∞,

since St shrinks and Lnt → 0. Similarly, considering a
hypersphere S(α) ∈ Rd around x̃n(α) which includes k points
within its radius L̃n(α), we see that as M2 → ∞, L̃n(α) → 0
and

f̂0(x̃
n
(α)) =

k/M2

Vd(L̃n(α))
d

p→ f0(x̃
n
(α)).

Assuming a uniform distribution

f1(x) = f0(x̃
n
(α)), ∀x,

we conclude with

log

k/M2

Vd(L̃n(α)
)d

k/M2

Vd(Lnt )
d

= d
[
logLnt − log L̃n(α)

]
p→ log

f1(x
n
t )

f0(xnt )

as M2 →∞.

PROOF OF THEOREM 2

In online testing (see lines 6-11), the most expensive part is
to compute Dn

t , in particular Lnt . And within Lnt the expensive
part is to find the kth nearest neighbor, which is O(M2d)
if computed straightforwardly by computing the distance of
test point to all M2 training points. The space complexity of
the algorithm is due to storing M2 training points, each of
which is d-dimensional, i.e., O(M2d). Note that the both time
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and space complexity of the mitigation part shown in lines
13-23 is O((T − τ + 1)d) where T − τ + 1 is a bounded
number close to the detection delay, typically much smaller
than M2. In training, to compute L̃n(α) shown in line 4, kth
nearest neighbor among M2 points are computed for each
of M1 points, requiring O(M1M2d) computations. However,
training is performed once offline, so the complexity of online
testing is usually critical for scalability.
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