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1. Dataset Description

In existing datasets (UCSD, Avenue, ShanghaiTech), the
definition of a nominal event is restricted to a person walk-
ing, and the rest is considered anomalous. This is an unre-
alistic and trivial problem formulation since in a practical
setup there are several non-walking activities that can be
considered nominal. Hence, in the proposed NOLA dataset,
the nominal and anomalous events are defined based on
what a human surveillance operator might consider in a
real-life scenario. For example, we consider events such as
person loitering at an odd hour, a person carrying a snake, a
vehicle moving in the wrong direction, etc. as anomalous.
The new proposed dataset was collected from just one scene
over a week, where a single camera moves after a fixed time
duration. In the existing work, we only use the temporal an-
notations, but spatial annotation for a section of the dataset
will also be made available. Due to the size of the dataset,
it is not feasible to spatially annotate each and every frame.
However, the entire stream of the CCTV feed will be pub-
licly available.

2. Results

The reason for considering [1, 2] for comparison pur-
poses is that only a few recently proposed state-of-the-art
approaches have their codes publicly available. To make
each model capable for continual learning, we followed the
commonly adapted incremental learning approach, in which
each model is trained on a batch of new data as it arrives,
and then evaluated on the testing data. We believe it makes
it a fair comparison because the same incremental training
and evaluation is used for our approach and the existing
ones. While we do use the day and time as input features,
we were unable to find a straightforward way of including
them in either of the existing approaches.

We are able to significantly outperform the existing ap-
proaches on the UCSD dataset because of class imbalance.
In 9 out of 12 videos in the UCSD testing dataset, the pri-
mary anomalous activity is a person riding a bike, which the
other state-of-the-art algorithms are unable to continuously
learn and classify as a nominal activity. On the other hand,
ShanghaiTech consists of several other anomalous activity

types, due to which the performance gain is not so signifi-
cant.

In Fig. 2, the optical flow approach used simply com-
putes the mean and standard deviation for each frame in a
video and compares it to a fixed threshold. The results illus-
trate the shortcomings of existing datasets since the anoma-
lies present in them are primarily optical flow based.
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