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ABSTRACT
Intrusion detection systems (IDSs) today face key limitations with

respect to detection and prevention of challenging IoT-empowered

attacks. We address these limitations by proposing a novel IDS

called RAPID, which is based on an online scalable anomaly detec-

tion and localization approach.We show that the anomaly detection

algorithm is asymptotically optimal under certain conditions, and

comprehensively analyze its computational complexity. Consid-

ering a real dataset and an IoT testbed we demonstrate the use

of RAPID in two different IoT-empowered cyber-attack scenarios,

namely high-rate DDoS attacks and low-rate DDoS attacks. The

experiment results show the quick and accurate detection and pre-

vention performance of the proposed IDS.
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1 INTRODUCTION
The past decade has seen an exponential rise in the number of

devices connected to the Internet with 8.4B devices in 2017 and

expected to hit 20B by 2020 [21]. With an ever growing global

Internet audience using various online services, the continuous

integrity and availability of the Internet has never been more im-

portant. However, there has been a proportional increase in the

number of cyber-attacks as well. This rise can be attributed to the

vulnerabilities that Internet of Things (IoT) devices present [18, 20].

Recent studies have demonstrated that IoT devices such as cameras

and locks can be compromised by an adversary and manipulated to

perform attacks [8, 17]. The abundance of low-security IoT devices

has enabled new genre of attacks. One such attack was caused by

the Mirai botnet, that was launched in 2016, which led to one of the

most prolific series of Distributed Denial of Service (DDoS) attacks
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in history [2, 11]. This particular malware infected numerous IoT

devices (primarily older routers and IP cameras), and reached data

rates higher than 600Gbps. IoT botnets, such as Mirai, also enable

"stealth" low-rate DDoS attacks, that are quite challenging to detect

and mitigate due to the highly distributed nature and the low-rate

increase in the local data traffic which looks very similar to the nom-

inal traffic [11]. In this paper, we consider the real-time detection

and prevention for two challenging IoT-empowered attack types

described above: (i) High-rate DDoS via IoT botnets such as Mirai,

(ii) Low-rate DDoS via IoT botnets. To address them we propose an

intrusion detection and prevention system called RAPID (Real-time

Anomaly-based Preventive Intrusion Detection), which is indeed

applicable to a broader set of attacks, such as the MadIoT attack

targeting the power grid [20].

1.1 Challenges and Solutions
Next, we summarize the challenges Anomaly-based Intrusion De-

tection and Prevention System (AIDPS) faces in dealing with the

IoT-empowered attacks, and our key ideas to tackle them.

(C1) Timely and accurate detection: Due to the highly intercon-

nected IoT ecosystem including the Internet, timely and

accurately detection and mitigation of attacks is crucial. A

major criticism against AIDPSs is their high false alarm rates.

This criticism is based on the fact that most AIDPS works

like statistical outlier detection methods, which are known

to be prone to frequent false alarms [3]. Our key idea to

address (C1) is to use a novel sequential change detection

method. Sequential methods, such as the Cumulative Sum

(CUSUM) test, aim to minimize the detection delay and at

the same time satisfy a false alarm constraint by looking for

persistent outliers.

(C2) Curse of dimensionality and heterogeneity: IoT networks typi-

cally consist of many devices of different types with different

nominal behaviors. Since anomaly detectors in general learn

a statistical description of nominal behavior and detect sig-

nificant deviations from that, the high-dimensionality and

heterogeneity of IoT networks pose a significant challenge

for learning the network-wide nominal behavior. RAPID is a

nonparametric AIDPS that scales well to high-dimensional

and heterogeneous IoT networks. The proposed method, in

a computationally efficient way, learns a nominal statistic

that asymptotically well approximates the network-wide

nominal probability distribution (Section 3.1).

(C3) Minimally invasive prevention: For successful mitigation of

cyber-attacks, the attackers should be accurately identified

and blocked with a minimal interruption of services to be-

nign users which is difficult due to the distributed and pos-

sibly low-rate nature of DDoS attacks. To this end, after
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timely and accurate detection of attacks, RAPID applies a

statistical test, called t-test, on the detection statistic (Section
3.2). Under challenging scenarios, we show that this method

achieves high true positive rate and low false positive rate.

(C4) Network integration: A practical solution should be such that

it could be integrated seamlessly with the existing infrastruc-

ture. Many existing anomaly detection algorithms have high

computational overhead and require specialized hardware,

such as GPU, making them infeasible in a practical setting.

Due to its computational efficiency, RAPID can easily run

on inexpensive devices such as a Raspberry Pi, facilitating

it’s seamless integration with the existing architecture. The

computational complexity analysis is given in Section 3.3.

1.2 Related Works
In the recent years, there has been a sharp escalation in the number

of cyber-attacks on infrastructure networks, leading to a subse-

quent rise in both industry and academic research for detecting

network related attacks. For example, there has been an increase in

the popularity of entropy-based methods to detect low-rate DDoS

attacks. Chen et al. [5] introduce two novel information metrics to

detect the such attacks: Fourier Power Spectrum Entropy (FPSE)

and Wavelet Power Spectrum Entropy (WPSE). They propose that

since the energy of a low-rate DDoS attack is concentrated in the

low frequency range, the two metrics should be able to detect such

attacks. In [23], an information metric based algorithm is proposed

by Xiang et al. They present two statistical metrics, generalized

entropy and information distance to identify low-rate DDoS attacks.

They assume that an attack-free network follows a Gaussian distri-

bution, whereas during an attack it follows a Poisson distribution.

They make a decision based on the difference in the information

metrics between normal traffic and malicious traffic. Another sta-

tistical algorithm is proposed by Wu et al. [22] who design their

IDS based on Hurst coefficient in order to detect low-rate DDoS

attacks. Using experimental results, they show early stage detec-

tion of low-rate DDoS attacks. However, they consider increases

in traffic rate as high as 600% which are comparatively much eas-

ier to detect. Another entropy-based model is presented by Ping

Du et al. [6]. They develop an IDS using packet size distribution

based on the change in entropy when traffic is affected by an attack.

Their results show that they are able to detect short-term as well as

long-term attacks. More recently, a new method was proposed in

[14] based on deep autoencoders for detecting IoT botnet attacks.

They propose to train a deep autoencoder for every device in the

network, and they achieve low false alarm rates, however due to

the training of autoencoders being computationally expensive, this

method is difficult to scale to thousands of devices.

1.3 Organization
Section 2 presents the system and attack models for the considered

scenarios. In Section 3, we introduce the proposed intrusion detec-

tion and prevention system, RAPID, along with an analysis of its

computational complexity. In Section 4, the performance of RAPID

is evaluated in the two challenging attack scenarios using an avail-

able dataset and an IoT testbed with respect to the state-of-the-art

detectors. Finally, we provide limitations and motivation for future

work in Section 5, and conclusion in Section 6.

2 SYSTEM AND ATTACK MODELS
In this section, we define the considered system and attack models

that can be used to launch DDoS attack against a web server or a

critical infrastructure such as Smart Grid.

Figure 1: DDoS threat model. Bold arrows imply an in-
creased packet rate.

System Model:We consider a setup in which each IoT device

sends its data to a parent node connected to it, such as a router, as

shown in Figure 1. Parent nodes direct the data traffic to a center,

such as a web server, data center or utility center. Depending on the

size of network to be monitored, the hierarchical architecture can be

scaled to include multiple levels of such parent nodes. Furthermore,

each parent node may represent a variety of networks, such as

a smart home with tens of devices, or a university network with

thousands of devices. Due to the possibility of widely-distributed

compromised devices, it is not convenient to have a central IDS

running at the center for quickly and accurately mitigating a major

DDoS attack, as illustrated by the Mirai botnet [10]. Hence, in this

paper we consider local IDSs for a global solution. Focusing on

a single node we propose that each node implements a local IDS

to effectively detect and mitigate volumetric DDoS attacks. Each

device typically has different data communications characteristics.

In particular, the data content is typically different (e.g., a thermostat

would have considerably smaller packet sizes as compared to a

security camera), and the communications protocol used might be

different (such as TCP, UDP or HTTP).

Attack Model: We consider a volumetric DDoS attack scenario in

which data rates (#packet/sec.) from a number of devices increase

at some point in time, which is called flooding. Particularly, we

consider a threat model in which some devices are compromised

and start to send more than usual number of data packets. We

do not assume further attack specifications such as knowledge on

how devices are compromised (e.g., through a vulnerability in the

firmware, spoofing attack, man-in-the-middle attack, use of default

password), the attack magnitude (i.e., percentage of increase) and

duration, and whether the data content changes or not. That is, we

also consider the case where it is not possible to inspect the data

content, which is a prerequisite for many IDS algorithms, e.g., [7],

[12]. Due to the proliferation of IoT, cyber-criminals can launch

widely-distributed and highly-effective low-rate DDoS attacks that

can bypass conventional filters and IDSs. Hence, in this paper we
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also study DDoS attacks with increase in data rates as low as 20%.

There are existing works which consider low-rate DDoS attacks,

nevertheless the considered increase rates are still significantly

higher thanwhat we consider in this paper (e.g., 300% of the baseline

in [23]).

3 PROPOSED REAL-TIME ANOMALY-BASED
IDS

In this section, we present our detection and prevention strategy,

called RAPID, followed by a computational complexity analysis.

Before adapting RAPID to specific scenarios in Section 4, we explain

it in this section using a generic model in which the IDS runs

locally on a node with a number of devices connected to it. The IDS

jointly monitors the data received from the devices in real-time,

and raises an alarm when there is sufficient statistical evidence.

We next discuss the detection strategy, and then the prevention

strategy in detail.

3.1 Timely and Accurate Detection
The proposed IDS runs on a local nodewhich observes ad-dimensional

instance xt at each time t . The d dimensions correspond to the de-

vices connected to the node and the data is considered to be the

number of packets sent by the device at each time instance. Based

on the computational resources available and the requirement, it is

straightforward to extend the observed data (i.e.,features) to include

other possible observations such as packet size, number of packets

from each packet type, etc. To learn the nominal traffic behavior

RAPID takes an attack-free training datasetX = {x1, . . . ,xN }, and
normalizes each data dimension, e.g., using the mean and standard

deviation, or upper and lower bounds, to handle heterogeneous

ranges among dimensions. For each point inX, it finds the k nearest

neighbors (kNN) among the other training points, and specifically

the distance to kth nearest neighbor rk (x i ), i = 1, . . . ,N . Train-

ing is finished by selecting the (1 − α)th percentile rk (x (K )) of
{rk (x1), . . . , rk (xN )}, where K = round[(1− α)N ], to notice statis-
tical deviation at significance level α , e.g., 0.05.

In the test phase, as the observations arrive sequentially, at each

time t the proposed IDS computes the kNN distance rk (xt ) with
respect to the training points in X, and then the instantaneous

attack evidence ∆t :

∆t = d
[
log rk (xt ) − log rk (x (K ))

]
, (1)

where d is the number of data dimensions. This specific form of ∆t
enables its asymptotic optimality in the minimax sense, as shown

in Theorem 1. Finally, the proposed IDS updates a running decision

statistic st ,
st = max{st−1 + ∆t , 0}, s0 = 0, (2)

and declares an alarm the first time st exceeds a threshold at time

T given by,

T = min{t : st ≥ h}. (3)

The choice for the decision threshold h sets a balance for the

trade-off between the two objectives, smaller detection delay and

smaller false alarm rate. Higher h helps decrease the false alarm

rate, but it also increases the average detection delay; and vice

versa for lower h. Similarly, the choice k , the number of nearest

neighbors in computing the distance rk (x), and the significance

levelα determine a trade-off between robustness to nominal outliers

(i.e., noise) and sensitivity to attacks. While smaller k and larger α
yield higher sensitivity to attacks, i.e., cause a quicker rise in st and
therefore quicker detection, they are also less robust to statistical

outliers, i.e., more prone to false alarms. Note that the significance

level α does not have a central role in the proposed IDS as it is not

used to decide on attack for each observation, as opposed to the

anomaly detection methods based on significance tests (e.g., outlier

detection as in [9]). Indeed, it is auxiliary to the decision threshold

h, which is the main parameter that controls the trade-off between

detection delay and false alarm in the proposed IDS. Hence, α is first

set to a typical value such as 0.05, and then h is chosen to satisfy a

false alarm rate. The instantaneous attack evidences computed at

each time t using (1) are accumulated over time using (2) to make

an attack decision.

Theorem 1. When the nominal distribution f0(xt ) is finite and
continuous, and the attack distribution f1(xt ) is a uniform distribu-
tion whose support includes xt , as the training set grows, the RAPID
anomaly evidence ∆t converges in probability to the log-likelihood
ratio,

∆t
p
→ log

f1(xt )

f0(xt )
as N →∞, (4)

i.e., RAPID converges to CUSUM, which is minimax optimum in min-
imizing expected detection delay while satisfying a false alarm con-
straint.

Proof. Consider a hypersphere St ∈ R
d
centered at xt with ra-

dius rk (xt ), the kNN distance of xt with respect to the training set

X. The maximum likelihood estimate for the probability of a point

being inside St under f0 is given by k/N . It is known that, as the

total number of points grow, this binomial probability estimate con-

verges to the true probability mass in St in the mean square sense

[1], i.e.,k/N
L2

→
∫
St

f0(x) dx asN →∞. Hence, the probability den-

sity estimate
ˆf0(xt ) =

k/N
Vd rk (x t )d

, whereVdrk (xt )
d
is the volume of

St , converges to the actual probability density function,
ˆf0(xt )

p
→

f0(xt ) as N →∞, since St shrinks and rk (xt ) → 0. Similarly, con-

sidering a hypersphere S(K ) ∈ R
d
around x (K ) which includes k

points with its radius rk (x (K )), we see that asN →∞, rk (x (K )) → 0

and
ˆf0(x (K )) =

k/N
Vd rk (x (K ))d

p
→ f0(x (K )). Assuming a uniform dis-

tribution f1(x) = f0(x (K )), ∀x , we conclude with log

k/N
Vd rk (x (K ))

d

k/N
Vd rk (x t )

d

=

d
[
log rk (xt ) − log rk (x (K ))

] p
→ log

f1(x t )
f0(x t )

as N →∞. □

3.2 Minimally Invasive Prevention
In the previous part, we presented a method for quick and accurate

detection of attacks causing anomaly in the observations. However,

further analysis after detectionmay be required inmany cases for an

effective attack prevention strategy that minimizes the interruption

to regular services. For instance, detecting a DDoS attack is not

sufficient for ensuring the availability of system to legitimate users.

An effective localization strategy that determines the attacking

devices and blocks the data traffic originating from them is needed.
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To this end, after an attack is detected, we perform an in-depth

analysis by examining the recent kNN distances of every data di-

mension. Firstly, the attack onset time is estimated as the last time

the detection statistic st was zero, i.e., τ = max{t < T : st = 0},

where T is the detection time. Then, for each dimension j, we
use a t-test to decide whether the average of M recent kNN dis-

tances {rk (x
j
τ+1
), . . . , rk (x

j
τ+M )} is significantly greater than µ j ,

average of nominal distances {rk (x
j
1
), . . . , rk (x

j
N )}. Since typically

the number of training points N is large, we assume the variance of

nominal distances is negligible, and for each dimension j compute

the t statistic as

tj =
r̄ j − µ j

σj
√
M

, (5)

where r̄ j , σj and M are the sample mean (i.e., average), sample

standard deviation and sample size of {rk (x
j
τ+1
), . . . , rk (x

j
τ+M )}.

Finally, we decide that the data dimension j is anomalous if tj ≥
qM , where qM is a certain percentile, such as 95th, of Student’s

t-distribution withM −1 degrees of freedom. After determining the

anomalous dimensions, we block the traffic from device j if tj ≥ qM .

The percentile qM is selected according to a desired significance

level, and controls the balance between sensitivity to true anomalies

and robustness to nominal outliers. Given the percentile level andM ,

it is easily found from a lookup table. The sample sizeM determines

a trade-off between the accuracy of t-test and the reaction delay

for the prevention strategy. BiggerM increases the accuracy at the

expense of longer reaction delay, and vice versa for smallerM values.

Note that the reaction time is lower bounded by the detection time

T , and it is greater than T forM > T − τ . The proposed algorithm

for RAPID is summarized in Algorithm 1.

Algorithm 1: Proposed RAPID algorithm

1: Input: X,k,α ,h,qM
2: Train: Find rk (x (K )) and {µ j } (see (1) and (5))

3: Initialize: s = 0, t = 0

4: while s < h do
5: t ← t + 1

6: Get new data xt and compute ∆t using (1)

7: s = max{s + ∆t , 0}
8: end while
9: Declare attack at T = t
10: for j = 1, . . . ,d do
11: Compute tj using (5)

12: if tj ≥ qM then
13: Block data from device j.
14: end if
15: end for

3.3 Computational Complexity
In this section, we analyze the computational complexity of our

proposed algorithm. The training phase of RAPID requires the

computation of kNN distances between each pair of data instances

in the training set. Therefore, the time complexity of training phase

is O(N 2d). N data instances of the training set are required to be

stored for the testing phase. Hence, the space complexity of the

training phase isO(Nd). Similarly, in the testing phase, computation

of the kNN distances of a single data instance to all data points

of the training set takes O(Nd) time. The computation of kNN
distances for high-dimensional systems with abundance of training

data could be the bottleneck in implementing the RAPID algorithm,

which we address next.

kNN approximation: Straightforward computation of the kNN
distance for a test point requires the computation of its Euclidean

distance to each data point in the training set. We employ a scal-

able kNN distance approximation algorithm called priority search
k-means tree which was proposed in [16]. This algorithm performs

hierarchical clustering by constructing a k-means tree, and approx-

imates the kNN distance by performing a priority search in the

k-means tree. Consequently, the computational complexity of the

training reduces to O(N logN L+KImax
logK d) where K is the number

of clusters and L ≪ N is the maximum number of data points to

examine.

Experiment: In an experiment, we used this kNN approximation

method in our algorithm to improve the computational efficiency.

The dimensionality of data is d = 50, the training data size is

N = 200, 000, and the anomaly is defined as an increase in the

mean of the observations by 3 standard deviations in 10% of the

dimensions. We set the branching factor for building the priority

search k-means tree as 100, and the maximum number of points

to examine during search for the k nearest neighbors as 1000. The

average computation time for both RAPID based on the exact and

approximate kNN distances is summarized in the Table 1, which

presents the time spent for the computation of (1) and (2) per obser-

vation. We consider two different cases: (i) data arrives every 1 sec,

(ii) data arrives every 0.01 sec. We see that depending on the sam-

pling period, either exact kNN or approximate kNN could be more

advantageous. For a sampling period that is smaller than the com-

putation overhead, (see the bottom figure Figure 2), approximate

kNN computations are preferred over the exact kNN computations.

Whereas, for a large sampling period which the exact method can

keep pace with, the delay is mainly due to the sample delay, thus

exact kNN computations are favorable in this case, as shown in the

top figure in Figure 2.

Table 1: Average computation overhead of (1) and (2)per sam-
ple

Average execution time (sec.)
Exact kNN Approximate kNN

0.0472 0.0051

4 PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed IDS

under two scenarios, namely high-rate DDoS and low-rate DDoS.

4.1 High-Rate DDoS
To evaluate the performance of RAPID in IoT-empowered high-rate

DDoS attacks we consider the N-BaIoT dataset, which is collected

from a real IoT botnet [14] and available at the UCI Machine Learn-

ing Repository. This dataset contains network traffic statistics from

various IoT devices under both nominal and attack conditions. The

network consists of 9 devices, namely a thermostat, a baby monitor,

a webcam, two doorbells, and four security cameras connected via
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Figure 2: Comparison between RAPID performances based
on exact and approximatekNNdistances in terms of seconds
for Tsampling = 1 sec. (top) and Tsampling = 0.01 sec. (bottom).
WiFi. We compare RAPID with the deep autoencoder method pro-

posed also in [14] in terms of false alarm rate and detection delay. To

be able to compare RAPID with the autoencoder method we applied

RAPID to each device separately using the 115-dimensional data

provided for each device. In Fig. 3, we present the the detection delay

for each case. The x-axis corresponds to the attacked device and y-

axis corresponds to the average detection delaywhen that particular

device is attacked. The false alarm rates for the autoencoder based

method for each attacked device are [0.01,0.012,0,0.024,0.01,0,0,0,0]

whereas for RAPID, they are [0,0.0001,0.0001,0,0,0,0,0.0007,0]. We

see that in terms of false alarm rate and average detection delay,

RAPID considerably outperforms the autoencoder method, which

was shown to work better than several other state-of-the-art meth-

ods, namely Isolation Forests [13], SVMs [19] and LOFs [4]. Also, in

Figure 3 we see that RAPID has a comparatively small detection de-

lay in all devices. The sequential nature of RAPID is the main reason

for the big difference between the performances. The autoencoder

method uses a window-based decision rule for real-time operation,

which requires the majority of the instances in the window to be

labelled as anomalous.
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Figure 3: Comparison between the deep autoencoder
method [14] and RAPID in terms of quickness of detection.

4.2 Low-rate DDoS
We first provide a motivational study for IoT-empowered low-rate

DDoS attacks. As discussed in [15], a DDoS attack with a through-

put of more than 10,000 packets/sec can be considered as an effec-

tive attack that can take down a small scale server. Based on this

Increase
in

nominal rate
(%)

No. of
Security Cameras

No. of
Personal Computers

No. of
NodeMCUs

Total No.of
Devices

25 32 16 16 64

50 16 8 8 32

75 12 6 6 24

100 8 4 4 16

Table 2: Average number of devices required to successfully
attack a small scale online server based on increase in their
nominal packet rates.

information, we can extrapolate a distributed attack scenario in

which there is a slight increase in the mean data rate of some IoT

devices. To put things in perspective, we consider three vulnera-

ble IoT devices, namely security cameras, personal computers and

NodeMCUs, which can be found in a variety of IoT devices. After

monitoring the nominal behavior of these devices in our IoT testbed

(see Figure 4), we found that in its active state, a security camera

sends approximately 800-1000 packets/sec, a personal computer

sends 1800-2600 packets/sec, whereas a NodeMCUmight send 30-90

packets/sec depending on its application. Based on these numbers,

in Table 2, we present the approximate number of compromised

devices required to successfully attack a web server depending on

their mean increase. We assume that an attack does not interfere

with the normal operation of a device. For example, if the increase

in nominal rate is 25%, it would mean a security camera would

be attacking with 200-250 packets/sec on top of its normal oper-

ation data rate. Hence, in the 25%-increase case, which we call a

low-rate DDoS scenario, a total of 64 devices would be sufficient to

successfully attack a small scale server. Therefore, by compromis-

ing sufficient number of devices attackers may perform "stealth"

low-rate DDoS attacks which are much more challenging to detect.

For a complete solution to a widely-distributed DDoS attack,

we propose that the IDS runs at local nodes, such as routers, by

monitoring the data traffic from the connected IoT devices and

blocking them whenever necessary. We consider one such node

in a testbed setup as shown in Figure 4, which observes at each

time t the number of packets xt = [x1

t , . . . ,x
15

t ] received from

the connected 15 devices. Specifically, the testbed consists of 15

popular IoT devices such as an Amazon Echo Show, a Raspberry

Pi, a security camera, smart switches and a few NodeMCUs. We

implemented a low-rate HTTP flooding attack in which there was a

slight (25%) increase in the number ofGET and POST requests from

the two attacked devices. The data was captured in pcap format

by using Wireshark and is publicly available along with a detailed

description of the attack scenario and a real-time demo video of

the proposed IDS
1
.

In Fig. 5, we compare the performance of RAPID with a state-

of-the-art IDS for low-rate DDoS [23], which is based on an infor-

mation metric. Since RAPID jointly monitors data rates from all

devices, it easily detects the attack with a small detection delay and

false alarm rate. Although the information metric based IDS also

detects the attack with a reasonable delay, it needs a considerably

longer time due to its window-based operation. In Fig. 6, we com-

pute the mitigation statistic as shown in (5) for each device. We see

1
The video of the testbed setup is available at

https://www.youtube.com/watch?v=sQPDZ98mUGw
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Figure 4: Testbed setup consisting of IoT
devices such as smart plugs, Amazon
Echo Show, laptops and computers. Figure 5: Comparison between RAPID

and Information Metrics for a low rate
HTTP attack.

Figure 6: Mitigation Statistic computed
for the low-rate HTTP attack. Device 2
and Device 6 correspond to the attacked
devices.

that there is an obvious increase in the statistic for device 2 and 6,

which are indeed the attacked devices.

5 LIMITATIONS AND FUTUREWORK
In this work, we proposed a novel intrusion detection system which

is capable of quickly and accurately detecting and mitigating a

broad set of IoT-empowered attacks, in particular a "stealth" low-

rate DDoS attack. However, there are still some limitations which

need to be addressed to make the system more robust to attacks

in the future. First, the current system assumes the network to be

static, i.e. the number of devices connected to a node do not change,

which might not always be the case. A dynamic scenario needs to

be considered in which a new device might also join the network.

Secondly, it is assumed that the nominal behavior of the devices

does not change over time, so the IDS needs to be trained only

once. However, in a real system implementation the IDS needs to

be updated periodically.

6 CONCLUSION
With the proliferation of IoT devices, and the ease of initating

cyber-attacks through these devices, there is an increasing need

for developing effective solutions for IoT-empowered cyber-attacks.

We considered two different scenarios for these attacks: high-rate

DDoS attacks and low-rate DDoS attacks. In this context, we have

presented a novel intrusion detection and prevention system (IDPS)

called RAPID that employs a scalable, online, and nonparametric

anomaly detection and localization algorithm. We have illustrated

the quick and accurate detection and mitigation performance of

the proposed IDS through a real dataset and simulations.
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